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• Research into ML applications to specific physics problems as part of task area C

• Chance for wider ranging developments: 

• methods generalise beyond specific problem

• recommendations and strategies 

• Two common problems:

Introduction

Classification

• Distinguish different observations, particles, 
galaxies,…

• Supervised - need labelled training data from 
simulation  
(or controlled observation)

• Straightforward to train and benchmark 

Generative models

• Accelerate simulation of physics processes 
and detector responses

• Unsupervised - can train directly from  
data

• More difficult train, unclear how to  
benchmark

• Of course this does not mean that it  
is not an interesting problem, only  
potentially more difficult to generalise for us
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Example:  
Top Tagging Challenge
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• Goal: Distinguish decay products of heavy resonance (top 
quark, W/Z boson, Higgs boson) from other particles (light 
quark/gluon jets)

• Achieve by looking at substructure of jets in the detector

Heavy Resonance Tagging

Top Quark

+ =

(Simulated) Detector Jet Image

(ignoring parton shower, hadronisation,…)
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• Goal: Distinguish decay products of heavy resonance (top 
quark, W/Z boson, Higgs boson) from other particles (light 
quark/gluon jets)

• Achieve by looking at substructure of jets in the detector

Heavy Resonance Tagging

Top Quark

+ =

(Simulated) Detector 10 Images

(ignoring parton shower, hadronisation,…)
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• Goal: Distinguish decay products of heavy resonance (top 
quark, W/Z boson, Higgs boson) from other particles (light 
quark/gluon jets)

• Achieve by looking at substructure of jets in the detector

Heavy Resonance Tagging

Top Quark

+ =

(Simulated) Detector 100 Images

(ignoring parton shower, hadronisation,…)
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• Goal: Distinguish decay products of heavy resonance (top 
quark, W/Z boson, Higgs boson) from other particles (light 
quark/gluon jets)

• Achieve by looking at substructure of jets in the detector

Heavy Resonance Tagging

Top Quark

+ =

(Simulated) Detector 1000 Images

(ignoring parton shower, hadronisation,…)
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• Goal: Distinguish decay products of heavy resonance (top 
quark, W/Z boson, Higgs boson) from other particles (light 
quark/gluon jets)

• Achieve by looking at substructure of jets in the detector

Heavy Resonance Tagging

Top Quark

+ =

(Simulated) Detector 10000 Images

(ignoring parton shower, hadronisation,…)



=
Top Quark  
 Jet

QCD Jet

=

• Binary classification task
• Fully supervised learning 

(using simulation)
• 40x40 Pixels, ET

• Perfectly suited for deep learning algorithms
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Architecture Comparison
Community performance 

comparison (toy dataset public): 
1902.09914 • 1.2M simulated top quark and background  

events

• Great test-bed to compare different data 
representations

• (and, of course, useful for new physics 
searches, top/Higgs measurements)

• Still surprising gains in performance

• Although it needs to be seen how well 
these translate to data

• (Also developments in flavour tagging,  
not covered here)
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• Samples hosted on DESYCloud as .hdf5 files

• Up to 200 4-vectors per top-jet

• Can also represent as images

• Total of ~1.6 GB

• Groups had access to all datasets - including final test 
trust that people do not abuse this

• Shared performance results and classification output on test-sample

Technical details

Can use as template for a 
first IDT-ErUM overview
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• ErUM domains work with a diverse set of data representations

• Different detector geometries, different types of experiments, theory calculations…

• But: several approaches should be flexible enough:

• Fully connected

• 1D convolutions

• Graphs

• (Images)

• …?

• Developing a first set of general recommendations for non-ML-expert ErUM 
practitioners already would be valuable

• ‘Physics’ performance

• ‘Computational’ performance

• Examples shared, eg on Vispa

Challenges 
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• Datasets:

• Top tagging reference sample 
1902.09914  
(Can either use directly or provide a slimmed version)

• FIAS (Jan Steinheimer, Kai Zhou): Spinodal vs. Maxwell classification 
arXiv: 1906.06562  
160k 20x20 Grayscale images

• FIAS (Jan Steinheimer, Kai Zhou): QCD transition: EOSL/EOSQ 
arXiv: 1910:11530  
24x24 2D histograms of pion spectra

• Aaachen (Jonas Glombitza):  
Air shower classification: Proton vs Iron 
https://doi.org/10.1016/j.astropartphys.2017.10.006 
100k examples, ~7k channels

• Upcoming: LMU (James Kahn) 
Belle II

• Algorithms:

• Fully connected

• Images

• 1D Convolution

• Graph Convolution

• Spectral Graph Networks

What do we have?

https://doi.org/10.1016/j.astropartphys.2017.10.006

