Still ongoing, prioritized

Currently only for SL6 nodes ‘ CVMFS native client:

WIl need reinstalltion (repartitioning) ‘

to be implemnented XXL naming scheme

ongoing ... only SL6 Mount of ATLAS and CMS dCache

Started working on ElasticSearch / Logstash / Kibana

No fast results though... —

Notification of experiment admins to be implemented

IT admins will not kill user jobs (manually or scripted)

l Killing of long-running jobs

v~ Monitoring

... unless instructed by experiment admins on case-by-case basis

... or denial-of-service

BIRD rewriting -> waiting for student

Kerberos: Putting together instructions P

1~ Documentation

{/ (Some)Take-awak OpenNUC ‘

‘ AFS decommissioning }

\ NUC 11.06.2014 \

‘/ Network & Operation }

Planned for 1.6.2014

Shutdown initiated begining of last week

Actually happend during Friday morning

Outage 6.5: Cooling problem

0 Outage 21.5: Problems induced by network upgrade

Network intervention 18.6: All systems will run "at risk"




