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Chapter 3
The International Linear Collider
Accelerator

3.1 The ILC Technical Design
3.1.1 Overview

The International Linear Collider (ILC) is a high-luminosity linear electron-positron collider based on
1.3 GHz superconducting radio-frequency (SCRF) accelerating technology. Its centre-of-mass-energy
range is 200–500 GeV (extendable to 1 TeV). A schematic view of the accelerator complex, indicating
the location of the major sub-systems, is shown in Fig. 3.1:

central region
5 km

2 km

positron
main linac

11 km

electron
main linac

11 km

2 km

Damping Rings

e+ source

e- source

IR & detectors

e- bunch 
compressor

e+ bunch 
compressor

Figure 3.1. Schematic layout of the ILC, indicating all the major subsystems (not to scale).

• a polarised electron source based on a photocathode DC gun;

• a polarised positron source in which positrons are obtained from electron-positron pairs by
converting high-energy photons produced by passing the high-energy main electron beam
through an undulator;

• 5 GeV electron and positron damping rings (DR) with a circumference of 3.2 km, housed in a
common tunnel;

• beam transport from the damping rings to the main linacs, followed by a two-stage bunch-
compressor system prior to injection into the main linac;

• two 11 km main linacs, utilising 1.3 GHz SCRF cavities operating at an average gradient of
31.5 MV/m, with a pulse length of 1.6 ms;
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Energy: 250 GeV - 1 TeV 
Luminosity: 1034/cm2/s 
Total footprint: 31 km 

Polarised beams 
“Standard” technology

2.1 CLIC SCHEME OVERVIEW AND PARAMETER OPTIMIZATION

Following a general introduction into the so-called ‘CLIC acceleration scheme’ the parameter optimiza-
tion of the CLIC linear collider for a 3 TeV centre-of-mass collision energy is presented below. The
optimization represents the best parameter choice for the highest luminosity at a high energy at the low-
est possible cost. As a result the novel so-called ‘two-beam acceleration’ scheme is proposed.

This novel acceleration scheme is linked to several critical issues, cost and performance, overall
power consumption, and the feasibility of key technologies. They are listed and described in §2.2 includ-
ing the overall approach for R&D on these issues. The details are then treated in §2.3–§2.8. In §2.10 the
present situation of the CLIC feasibility study is summarized including further R&D to be undertaken
during the project preparation phase.

2.1 CLIC scheme overview and parameter optimization
2.1.1 Overview of the CLIC accelerator complex
Following preliminary physics studies based on an electron–positron collider in the multi-TeV energy
range [1], [2], the CLIC study is focused on the design of a linear collider with a centre-of-mass collision
energy of 3 TeV and a luminosity of 2⇥1034 cm�2 s�1; these numbers being the extreme of the considered
parameter space. Before describing the layout of the accelerator complex, the main design arguments
and the choices that make up the so-called ‘CLIC technology’ are listed.

Fig. 2.1: CLIC layout at 3 TeV

The layout of the CLIC accelerator complex is shown in Fig. 2.1. The Main Beams are gen-
erated and pre-accelerated in the injector linacs and then enter the Damping Rings for emittance re-
duction (lower part of the figure). Target figures are 500 nm and 5 nm normalized beam emittances in
the horizontal and vertical planes respectively at the exit of the injector complex. The small emittance
beams are further accelerated in a common linac before being transported through the main tunnel to the
turnarounds. After the turnarounds the acceleration of the Main Beam begins with an accelerating gra-
dient of 100 MV/m. Using a classic approach the linacs for the acceleration of the Main Beams would
be powered by klystrons. In this novel acceleration scheme the klystron powering is replaced by the
generation of a second ‘Drive Beam’ and its compression and reconversion into RF power close to the
Main Beam accelerating structures.

The top part of the figure shows the Drive Beam generation in two Main Linacs and the successive
time compression of the Drive Beam pulses in the Delay Loops and Combiner Rings (CR1 and CR2).
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Energy: 500 GeV - 3 TeV 
Luminosity: 5x1034/cm2/s 

Total footprint: 48 km 
Polarised electrons 

Two-beam acceleration
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CLIC CDR Vol. 1
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http://edmsdirect.desy.de/edmsdirect/file.jsp?edmsid=D00000001021135&fileClass=native
https://cds.cern.ch/record/1500095
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Chapter 1
SiD Concept Overview

1.1 SiD Philosophy

SiD [63] is a general-purpose detector designed to perform precision measurements at a Linear Collider.
It satisfies the challenging detector requirements that are described in the Common Section. SiD is
based on the PFA paradigm, an algorithm by which the reconstruction of both charged and neutral
particles is accomplished by an optimised combination of tracking and calorimetry. The net result
is a significantly more precise jet energy measurement that results in a di-jet mass resolution good
enough to distinguish between W and Z hadronic decays.

SiD (Figures II-1.1, II-1.2) is a compact detector based on a powerful silicon pixel vertex
detector, silicon tracking, silicon-tungsten electromagnetic calorimetry (ECAL) and highly segmented
hadronic calorimetry (HCAL). SiD also incorporates a high-field solenoid, iron flux return, and a muon
identification system. The use of silicon sensors in the vertex, tracking and calorimetry enables a
unique integrated tracking system ideally suited to particle flow.

Figure II-1.1
SiD on its platform,
showing tracking (red),
ECAL (green), HCAL
(violet) and flux return
(blue).

The choice of silicon detectors for tracking and vertexing ensures that SiD is robust with respect
to beam backgrounds or beam loss, provides superior charged particle momentum resolution, and
eliminates out-of-time tracks and backgrounds. The main tracking detector and calorimeters are
“live” only during each single bunch crossing, so beam-related backgrounds and low-p

T

backgrounds
from gg processes will be reduced to the minimum possible levels. The SiD calorimetry is optimised
for excellent jet energy measurement using the PFA technique. The complete tracking and calorimeter
systems are contained within a superconducting solenoid, which has a 5 T field strength, enabling the
overall compact design. The coil is located within a layered iron structure that returns the magnetic
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Chapter 1
ILD: Executive Summary

The International Large Detector (ILD) is a concept for a detector at the International Linear Collider,
ILC [198]. In a slightly modified version, it has also been proposed for the CLIC linear collider [199].

The ILD detector concept has been optimised with a clear view on precision. In recent years
the concept of particle flow has been shown to deliver the best possible overall event reconstruction.
Particle flow implies that all particles in an event, charged and neutral, are individually reconstructed.
This requirement has a large impact on the design of the detector, and has played a central role in
the optimisation of the system. Superb tracking capabilities and outstanding detection of secondary
vertices are other important aspects. Care has been taken to design a hermetic detector, both in
terms of solid-angle coverage, but also in terms of avoiding cracks and non-uniformities in response.
The overall detector system has undergone a vigorous optimisation procedure based on extensive
simulation studies both of the performance of the subsystems, and on studies of the physics reach
of the detector. Simulations are accompanied by an extensive testing program of components and
prototypes in laboratory and test-beam experiments.

Figure III-1.1
View of the ILD detec-
tor concept.

The ILD detector concept has been described in a number of documents in the past. Most
recently the letter of intent [198] gave a fairly in depth description of the ILD concept. The ILD
concept is based on the earlier GLD and LDC detector concepts [200, 201, 202]. Since the publication
of the letter of intent, major progress has been made in the maturity of the technologies proposed for
ILD, and their integration into a coherent detector concept.
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3 CLIC DETECTOR CONCEPTS

For CLIC, time stamping capabilities of O(1 ns) need to be available for several subsystems. The
event readout will integrate over up to 312 bunch crossings. Time stamping could reduce the pile-up
from two-photon background events to  20 bunch crossings.

3.4 Subsystems
We will briefly introduce the CLIC detector concepts, going from small to large radius. Figures 3.1
and 3.2 show longitudinal and transverse cuts of the major components of CLIC_ILD and CLIC_SiD.
Table 3.1 compares the key parameters of the CLIC and ILC detector designs. Table 3.2 summarises
details of the CLIC_ILD and CLIC_SiD designs.

Fe Yoke

Fig. 3.1: Longitudinal cross section of the top quadrant of CLIC_ILD (left) and CLIC_SiD (right).

Table 3.1: Some key parameters of the ILC and CLIC detector concepts. The inner radius of the electro-
magnetic calorimeter is given by the smallest distance of the calorimeter to the main detector axis. For
the hadronic calorimeter, materials are given both for the barrel (B) and the endcap (E).

Concept ILD CLIC_ILD SiD CLIC_SiD

Tracker TPC/Silicon TPC/Silicon Silicon Silicon
Solenoid Field (T) 3.5 4 5 5
Solenoid Free Bore (m) 3.3 3.4 2.6 2.7
Solenoid Length (m) 8.0 8.3 6.0 6.5
VTX Inner Radius (mm) 16 31 14 27
ECAL rmin (m) 1.8 1.8 1.3 1.3
ECAL Dr (mm) 172 172 135 135
HCAL Absorber B / E Fe W / Fe Fe W / Fe
HCAL lI 5.5 7.5 4.8 7.5
Overall Height (m) 14.0 14.0 12.0 14.0
Overall Length (m) 13.2 12.8 11.2 12.8

68

Two experiments sharing one interaction point  
with push-pull approach 

SiD: compact detector with silicon tracking 
ILD: larger detector with silicon+TPC tracking

ILC TDR Vol. 4 CLIC CDR Vol. 2

SiD

ILD

http://edmsdirect.desy.de/edmsdirect/file.jsp?edmsid=D00000001021295&fileClass=native
http://arxiv.org/abs/1202.5940
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2 CLIC EXPERIMENTAL CONDITIONS AND DETECTOR REQUIREMENTS
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Fig. 2.6: (left) Ideal W/Z separation vs. jet mass resolution obtained using a Gaussian smearing of
Breit-Wigner distributions; (right) Reconstructed contravariant mass, MC, for e+e� ! eqReqR ! qec0qec0

(including the effects of Beamstrahlung) for different jet energy resolutions. The plot was obtained by
applying a Gaussian energy smearing to reconstructed jets based on the generator level particles.

2.2.4 Forward Coverage

At CLIC many SM processes will result in particles produced at relatively low angles to the beam axis;
either due to the boost along the beam axis from beamstrahlung or from t-channel processes. To study
these processes, on the one hand, or to reduce their impact on BSM physics studies, on the other hand,
extending the detector coverage to small polar angles is important [22].

For example, at 3 TeV, approximately 80% of the leptons in the l+l�l+l� final state, dominated by
gauge boson pairs, are produced at polar angles of < 30� to the beam axis. The forward region is also
important for physics signatures with missing energy. It helps to reject background processes like multi-
peripheral two photon processes, e+e�! e+e� f f̄ , where the scattered electrons are usually at low polar
angles. For example, forward electron tagging is essential to reject the e+e� ! e+e�µ+µ� background
in the measurement of the Higgs branching ratio into two muons. As shown in Section 12.4.2, it im-
proves the achievable statistical accuracy of this measurement from 23% to 15%, assuming an integrated
luminosity of 2 ab�1 and 95% electron tagging efficiency down to ⇡ 40 mrad polar angle. Another
example is the production and decay of stau pairs, e+e� ! etet ! t+t�ec0

1ec
0
1, which, in some regions of

SUSY parameter space, results in a signal with relatively small missing transverse momentum. In this
case, the e+e� ! e+e�t+t� and e+e� ! e+e�qq background processes need to be rejected by efficient
electron tagging at low polar angles. It is therefore important, in general, to provide precision tracking
and calorimetry coverage down to small angles, and to extend the forward electron tagging capabilities
to very low angles.

2.2.5 Lepton ID Requirements

Many of the potential BSM physics signals at CLIC will rely on the ability to efficiently identify high
energy electrons and muons, and efficient lepton identification is central to the CLIC detector require-
ments. For efficient selection of final states with two or more leptons, lepton identification efficiencies
of more than 95% over a wide range of momenta are highly desirable. In addition the identification of
leptons in jets from semi-leptonic decays of b- and c-quarks will benefit heavy flavour tagging.
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2.1. ILC Detector Research and Development

Figure I-2.1
Tree of electromagnetic
calorimeter technolo-
gies -ECAL- (left) and
hadron calorimeter
technologies -HCAL-
(right).
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and tertiary vertices depends on the impact parameter resolution and the track reconstruction
capability. These in turn are related to the single point resolution of the sensors, the location of the
first measurement, and the overall occupancy in the detector. To meet the ILC requirements this
leads to fine pitch, low-mass pixel vertex detectors as close to the interaction point as possible. The
material budget desired is about 0.1% X

0

per layer for the vertex detector and less than 1% X
0

per
layer for a silicon tracker. For a TPC the material budget is accumulated in the end plates and a
material budget of 30% X

0

per endplate is the goal. The ILC concept detectors have not decided on
a baseline technology for the vertex detector and all technology options are considered common and
are described in more detail in the next section.

To achieve an ultra low-mass detector configuration, a unique feature of the ILC machine is
exploited. The ILC time structure results in collisions of bunches at the interaction point every 308 ns.
Bunch trains consisting of 2820 bunches in each beam pass through the interaction point five times
per second. Consequently, the bunch trains are about one millisecond long, separated by about 199
milliseconds. The detector can thus be put in a quiescent state for 199 out of 200 milliseconds at the
machine repetition rate of 5 Hz, since there are no interactions during this period. This is referred to
as “power-pulsing”. Allowing for transient times, to turn the detector “on and o�” and starve the
system of power, power-pulsing could lead to an overall reduction in power consumption of nearly a
factor of hundred. This feature is employed by both detector concepts. One of the most significant
benefits of power-pulsing is that the vertex and tracking detector does not need active cooling. This
significantly lowers the overall mass budget for these detectors, which is crucial for obtaining the
required resolutions. It is expected that a heat load of about 20W for the barrel vertex detector can
be removed using forced convection with dry air.

The feasibility of power-pulsing has already been demonstrated for several technologies. System
tests at full magnetic field strengths and an evaluation of the mechanical stability under pulsed power
still need to be performed. Test are being planned by both detector concepts of detectors with
balanced load lines in high magnetic fields to measure the detector alignment stability.

2.1.2 Vertex Detector Technologies

Within the ILC many di�erent pixel sensor technologies are being studied. Integration of the sensing
node with front-end signal processing circuitry in a single unit is a key characteristic shared by
many e�orts. The aim is to go to very small pixel size for superior impact parameter resolution and
minimisation of pattern recognition ambiguities, ultra-thin detectors to minimise the material budget
and low power to eliminate the need for active cooling. The Monolithic Active Pixel Sensor (MAPS)
technology implements a high density matrix of pixels with signal processing circuitry on the same

Detectors: Detectors at the ILC:
Challenges, Coordination and R&D
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Figure 6: PandoraPFA reconstruction of a 100GeV jet in the MOKKA simulation of the ILD detector. The different
PFOs are shown by colour/grey-shade according to energy.
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ILC TDR Vol. 4

CLIC CDR Vol. 2

PandoraPFA

Requirement: Jet energy resolution of few %, 
allowing to separate W and Z decays 

Solution: Jet Reconstruction with Particle Flow Algorithm  
Charged particles in tracker (65% of jet energy)  

Photons in ECAL (25% of jet energy)  
Neutral hadrons in HCAL (10% of jet energy) 

Design: high-granularity “imaging” calorimeters

Common R&D within the 
CALICE collaboration 

Many German institutes 
involved:  

DESY, MPI Munich, 
Hamburg, Heidelberg, 

Mainz, Wuppertal

http://edmsdirect.desy.de/edmsdirect/file.jsp?edmsid=D00000001021295&fileClass=native
http://arxiv.org/abs/1202.5940
http://arxiv.org/pdf/0907.3577v1.pdf
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4.2. Electromagnetic Calorimeter

Figure II-4.2
Drawing of a silicon
sensor for the ECAL.
The sensors are seg-
mented into 1024
13 mm2 pixels.

layer from sensor fabrication. This is a 32 ◊ 32 array of bump bond pads. Polyimide (Kapton) flex
cables connect near the centre of the sensors. The cables bring power and control signals into the
KPiX chip and bring out the single digital output line for the 1024 channels.

Thermal management is a crucial feature of this design. Our requirement is to hold the average
power dissipation per wafer to less than 40 mW. This will allow the heat to be extracted purely
passively, providing a highly compact and simple design, less subject to destructive failures. The ILC
bunch structure allows for power pulsing. A factor 80-100 reduction in power consumption is obtained
by switching o� the most power hungry elements of the KPiX chip, e.g. the analog front end, for
most of the interval between the bunch trains. The design of the KPiX chip yields an average power
below 20 mW when power pulsing is applied. While we do not foresee the need for cosmic ray data,
the power pulsing eliminates this possibility.

After several interactions with the R&D, in early 2012 a full 1024-channel KPiX was successfully
bump-bonded to a sensor by IZM Company. Following this, a Kapton cable was successfully bump-
bonded to the sensor assembly at UC Davis. The cable bonding uses a lower temperature solder than
that used for the KPiX bonding. Figure II-4.3 shows the fully bonded assembly.

Figure II-4.3
Photograph of the
central region of a
sensor. The KPiX chip
is bump-bonded to the
sensor and is visible
through the central
cutout of the Kapton
cable. The slots in
the Kapton allow for
di�erential thermal
expansion.

Detectors: SiD Detailed Baseline Design ILC Technical Design Report: Volume 4, Part II 91

SiECAL

ScECAL: cheaper option  
5x45 mm2 scintillator strips with MPPC 

Sc+Si option under study

ILC TDR Vol. 4

K. Kotera, LCWS 13

SiD: 13 mm2 pixels bump-bonded to read-out chips 
20 thin + 10 thick W layers (26 X0 total) 

ILC: 5x5 mm2 pixels 
30 W layers (24 X0 total)

T. Suehara, LCWS 14

http://edmsdirect.desy.de/edmsdirect/file.jsp?edmsid=D00000001021295&fileClass=native
http://arxiv.org/pdf/1404.1672.pdf
http://agenda.linearcollider.org/event/6389/session/5/contribution/76/material/slides/1.pdf
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Chapter 4. SiD Calorimetry

The next step in developing the GEM approach to digital hadron calorimetry is the construction
of a number of 1 m ◊ 1 m layers for exposure as part of a 1 m3 test beam stack. 1 m x 33 cm foils
developed with CERN are being used to assemble double-GEM prototypes of the same size. Following
this, a number of 1 m ◊ 1 m layers will be assembled. Figure II-4.17 shows a schematic view of one
of the 1 m ◊ 33 cm layers under construction.

Single thick-GEMs [122] are also considered as an alternative to the double-GEM structure
discussed above. A thick-GEM consists of a single circuit board about 0.5 mm thick and having holes
of 200-400 µm in diameter. An advantage of thick-GEMs is a possible reduction in overall DHCAL
active layer thickness and easier handling and construction compared with regular thin foils.

4.3.8.2 Micromegas

Introduction Digital calorimeters proposed for ILC or CLIC are expected to su�er from saturation
due to the high particle multiplicity in the core of the showers. The resulting loss of linearity and
resolution can in principle be mitigated if more than one threshold is used. A necessary condition
for this approach to work is the proportionality between cell signals and the number of traversing
particles. On average, this condition is met in Micro Pattern Gas Detectors like GEM and Micromegas
because they are free of space charge e�ects.

Micromegas is a fast, position sensitive Micro Pattern Gas Detector operating in the proportional
mode [123]. It functions in simple gas mixtures (e.g. Ar/CO

2

) and at low fields and voltages (< 500 V)
and is thus extremely radiation hard. It is an alternative to RPCs that o�ers lower hit multiplicity and
proportional signals well suited for a semi-digital readout. On the other hand, Micromegas su�ers
from discharges but e�cient protections exist.

Micromegas chambers developed for the active part of a semi-digital HCAL (SDHCAL) consist
of a commercially available 20 µm thick woven mesh which separates the gas volume in a 3 mm drift
gap and a 128 µm amplification gap (so-called Bulk). Micromegas of 32 ◊48 cm2 acting as signal
generating and processing units have been designed and fabricated. They were used to construct
three chambers of 1 m2 size which are described below.

Mechanical layout and assembly The 1 m2 chamber features 9216 readout channels (1 ◊1 cm2

anode pads) and consists of six Printed Circuit Boards (PCB) of 32 ◊48 cm2 placed in the same gas
chamber. Front-end chips and spark protection circuits are first soldered on the PCBs. Then a mesh
is laminated on the opposite pad side of each PCB to obtain an Active Sensor Unit (ASU). Having
6 meshes instead of a single larger one decreases proportionally the energy that is released in the
front-end electronics circuitry during a spark (Figure II-4.18).

Small spacers (1 mm wide, 3 mm high) are inserted between ASUs and support the cathode
cover, defining precisely the drift gap. Plastic frames are closing the chamber sides, leaving openings
for two gas pipes and flexible cables. The chamber is eventually equipped with readout boards and a
patch panel for voltage distribution. The total thickness amounts to 9 mm which includes 2 mm for
the steel cathode cover (part of the absorber), 3 mm of drift gap and 4 mm for PCB and ASICs.
With this mechanical design, less than 2% of inactive area is achieved.

Figure II-4.18
One Active Sensor Unit
(ASIC side) and the
1 m2 prototype during
assembly.
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the e�ciency to muons (Figure II-4.20 (centre)). A satisfactory agreement is obtained for muons and
pions meaning that the simulation is reliable. It should be stressed that no noise was introduced in
the simulation, therefore, data are essentially free of noise.

4.3.8.3 Scintillators

The CALICE Collaboration has been pursuing the design and prototyping of a fine granularity
scintillator-based hadron calorimeter. This option capitalises on the marriage of proven detection
techniques with novel photodetector devices. The main challenge for a scintillator-based calorimeter
is the architecture and cost of converting light, from a large number of channels, to electrical signal.
Studies demonstrate that small tiles (4-9 cm2) interfaced to Silicon Photomultipliers (SiPMs)/Multi
Pixel Photon Counter (MPPC) photodetectors [124], [125] o�er an elegant solution. SiPM/MPPCs
are multi-pixel photo-diodes operating in the limited Geiger mode. They have distinct advantage
over conventional photomultipliers due to their small size, low operating voltages and insensitivity to
magnetic fields. The in situ use of these photodetectors opens the doors to integration of the full
readout chain to an extent that makes a high channel count scintillator calorimeter entirely plausible.
Also, in large quantities the devices are expected to cost a dollar per channel making the construction
of a full-scale detector instrumented with these photo-diodes financially feasible.

Figure II-4.21
CALICE test beam
setup at CERN (left)
and an active layer of
the scintillator-SiPM
prototype (right)

A ≥ 1 m3 size scintillator-SiPM prototype [126] has been designed, constructed and exposed
to a test beam during the 2006-2009 period at CERN and Fermilab (see Figure II-4.21). The
active layers have subsequently been embedded in a tungsten stack which has collected data in the
2010-2011 period. Over numerous run periods the technology has proven to be versatile and robust,
millions of electron, pion and proton events in the 2-180 GeV range were written to disk. Ongoing
analysis of the data collected, has gone a long way in establishing the scintillator-SiPM option as
a calorimeter technology (see Figure II-4.22), benchmarking hadron shower simulations [127] and
testing the particle-flow paradigm using hadrons from real data [128].

Figure II-4.22
Single pion resolution
using simple energy
sum and software com-
pensation techniques
(left) and slope of the
SiPM response temper-
ature dependence for
AHCAL layers without
and with temperature
correction (right)

The focus of the current and future R&D e�ort is to demonstrate the scalability of this technology
taking into account the stringent constraints on the power consumption and mechanical compactness
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4.3.4.1 RPC chamber designs

Resistive Plate Chambers (RPCs) are gaseous detectors primarily in use for the large muon systems of
colliding beam detectors. The detectors feature a gas volume defined by two resistive plates, typically
Bakelite or glass.

The outer surface of the plates is coated with a layer of resistive paint to which a high voltage is
applied. Depending on the high voltage setting of the chamber, charged particles crossing the gas
gap initiate a streamer or an avalanche. These in turn induce signals on the readout strips or pads
located on the outside of the plates.

Various chamber designs have been investigated [116] for the SiD DHCAL. Of these two are
considered particularly promising: a two-glass and an one-glass plate design. Schematics of the two
chamber designs are shown in Figure II-4.8. The thickness of the glass plates is 1.1 mm and the gas
gap is maintained with fishing lines with a diameter of 1.2 mm. The overall thickness of the chambers,
including layers of Mylar for high voltage protection but excluding readout board, is approximately
3.7 mm and 2.6 mm, respectively. The two-glass design is the current baseline, however, due to its
attractive features, the one-glass design is being actively developed.

Figure II-4.8
Schematic of the RPC
design with two glass
plates (left) and one
glass plate (right). Not
to scale.

-HV

G10 board

1.2 mm gas 
gap

Resistive paint
Mylar

1.1 mm glass

Aluminum foil

Signal pads

1.1 mm glass
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Resistive paint

4.3.4.2 Readout

The electronic readout system needs to be optimised for the readout of tens of millions of readout
channels envisaged for the SiD hadron calorimeter operating at the future International Linear collider.
Due to the high channel count, a front end ASIC and several layers of data concentration are considered
necessary. In the R&D phase, a readout system was developed and constructed for the DHCAL
prototype which handles nearly 500,000 readout channels. Even though the system was optimised
for test beam operation and did not address all requirements for a realistic SiD DHCAL system, it
achieved the very first embedded front-end readout for a calorimeter system and serves as a milestone
towards the final engineering design.

A block diagram of the prototype DHCAL readout system is shown in Figure II-4.9. The
electronics is divided into two parts: The “on-detector” electronics processes charge signals from
the detector, collects data for transmission out, and acts as the interface for slow controls. The
“back-end” electronics receives and processes the streams of data from the front-end electronics, and
in turn passes it to the Data Acquisition (DAQ) system. It also has an interface to the timing and
trigger systems.

A custom integrated circuit (ASIC) has been developed for the front-end. The ASIC chip, called
DCAL performs, in addition to ancillary control functions, all of the front-end processing, including
signal amplification, discrimination/comparison against threshold, recording the time of the hit,
temporary storage of data, and data read out. It services 64 detector channels with a choice of two
programmable gain ranges (≥10 fC and ≥100 fC sensitivity.)

The chips reside on front-end printed circuit boards that are embedded in the DHCAL active
layer. There are 24 chips on a front-end board, servicing 1,536 channels. An FPGA based data
concentrator (DCON) resides on the edge of the front-end board which collects data from the 24
DCAL chips and serves as the first level of data concentration. The DCON’s send their data to the
data collectors (DCOL’s) through serial links. The DCOL’s are located in VME crates and serves as
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4.3.4.1 RPC chamber designs

Resistive Plate Chambers (RPCs) are gaseous detectors primarily in use for the large muon systems of
colliding beam detectors. The detectors feature a gas volume defined by two resistive plates, typically
Bakelite or glass.

The outer surface of the plates is coated with a layer of resistive paint to which a high voltage is
applied. Depending on the high voltage setting of the chamber, charged particles crossing the gas
gap initiate a streamer or an avalanche. These in turn induce signals on the readout strips or pads
located on the outside of the plates.

Various chamber designs have been investigated [116] for the SiD DHCAL. Of these two are
considered particularly promising: a two-glass and an one-glass plate design. Schematics of the two
chamber designs are shown in Figure II-4.8. The thickness of the glass plates is 1.1 mm and the gas
gap is maintained with fishing lines with a diameter of 1.2 mm. The overall thickness of the chambers,
including layers of Mylar for high voltage protection but excluding readout board, is approximately
3.7 mm and 2.6 mm, respectively. The two-glass design is the current baseline, however, due to its
attractive features, the one-glass design is being actively developed.

Figure II-4.8
Schematic of the RPC
design with two glass
plates (left) and one
glass plate (right). Not
to scale.

-HV
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1.2 mm gas gap

Resistive paint
Mylar

1.1 mm glass

Aluminum foil

Signal pads

4.3.4.2 Readout

The electronic readout system needs to be optimised for the readout of tens of millions of readout
channels envisaged for the SiD hadron calorimeter operating at the future International Linear collider.
Due to the high channel count, a front end ASIC and several layers of data concentration are considered
necessary. In the R&D phase, a readout system was developed and constructed for the DHCAL
prototype which handles nearly 500,000 readout channels. Even though the system was optimised
for test beam operation and did not address all requirements for a realistic SiD DHCAL system, it
achieved the very first embedded front-end readout for a calorimeter system and serves as a milestone
towards the final engineering design.

A block diagram of the prototype DHCAL readout system is shown in Figure II-4.9. The
electronics is divided into two parts: The “on-detector” electronics processes charge signals from
the detector, collects data for transmission out, and acts as the interface for slow controls. The
“back-end” electronics receives and processes the streams of data from the front-end electronics, and
in turn passes it to the Data Acquisition (DAQ) system. It also has an interface to the timing and
trigger systems.

A custom integrated circuit (ASIC) has been developed for the front-end. The ASIC chip, called
DCAL performs, in addition to ancillary control functions, all of the front-end processing, including
signal amplification, discrimination/comparison against threshold, recording the time of the hit,
temporary storage of data, and data read out. It services 64 detector channels with a choice of two
programmable gain ranges (≥10 fC and ≥100 fC sensitivity.)

The chips reside on front-end printed circuit boards that are embedded in the DHCAL active
layer. There are 24 chips on a front-end board, servicing 1,536 channels. An FPGA based data
concentrator (DCON) resides on the edge of the front-end board which collects data from the 24
DCAL chips and serves as the first level of data concentration. The DCON’s send their data to the
data collectors (DCOL’s) through serial links. The DCOL’s are located in VME crates and serves as
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Absorber: stainless steel (preferred for ILC) or tungsten (preferred for CLIC)  
Many options for active materials under investigation 

AHCAL: 3x3 cm2 scintillator tiles with SiPM  
analog readout 

(S)DHCAL: gaseous detectors with 1x1 cm2 segmentation  
Glass RPCs as baseline, GEM and Micromegas also considered 

digital or semi-digital (3 thresholds) readout
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Forward

9

3.5. Forward calorimetry

3.5.1 Mechanical concept

Monte Carlo simulations have been performed to optimise the design. In both calorimeters a robust
electron and photon shower measurement is essential, making a small Molière radius preferable.
Compact, cylindrical sandwich calorimeters using tungsten absorber disks of one radiation length
thickness, interspersed with finely segmented silicon (LumiCal) or GaAs (BeamCal) sensor planes,
as sketched in Figure III-3.24, are found to match the requirements [324]. For the innermost part
of BeamCal, adjacent to the beam-pipes, also Chemical Vapour Deposition (CVD) diamond sensors
are considered. Since LumiCal is used to measure precisely the polar angle of scattered electrons2, it
must be centred around the outgoing beam.

Both calorimeters consist of two half-cylinders. The tungsten absorber disks are embedded in
a mechanical frame stabilised by steel rods. Finite element calculations were done for the support
structure to ensure the necessary precision and stability. The sensors are fixed on the tungsten
half-disks and connected via a flexible PCB to the front-end readout. The gap between the absorber
disks is minimised to about 1 mm to achieve the smallest possible Molière radius.

The distance between the two calorimeters of LumiCal and the position of the beam with respect
to the calorimeter axis must be known to about 1 mm and 500 µm, respectively. A laser based
position monitoring system has been developed [327] to control the position of LumiCal e.g. with
respect to QD0 with the necessary precision.

3.5.2 LumiCal

Bhabha scattering will be used as the gauge process for the luminosity measurement. The cross
section can be calculated precisely from theory [328], and the luminosity, L, is obtained as L = N

B

/‡
B

,
where ‡

B

is the integral of the di�erential cross section over the considered polar angle range, and
N

B

the number of counted events in the same range. Bhabha scattering events were generated using
the BHWIDE generator [329]. Electromagnetic showers were simulated and reconstructed using the
standard ILD software tools. The sensor pad size was chosen to obtain su�cient polar angle resolution
and to keep the polar angle measurement bias small for fully contained electron showers [324]. The
energy resolution is ‡

E

/E = a
res

/


E
beam

(GeV), where E and ‡
E

are, respectively, the central value
and the standard deviation of the distribution of the energy deposited in the sensors for a beam of
electrons with energy E

beam

and a
res

= (0.21 ± 0.02)
Ô

GeV, as shown in Figure III-3.25. From
the energy depositions in the pads for the passage of minimum ionising particles and for showers of

2‘Electrons’ is used here to describe equally electrons and positrons originating from Bhabha scattering.

Figure III-3.24. Left: The very forward region of the ILD detector. LumiCal, BeamCal and LHCAL are carried
by the support tube for the final focusing quadrupole QD0 and the beam-pipe. TPC denotes the central track
chamber, ECAL the electromagnetic and HCAL the hadron calorimeter. Right: A half layer of an absorber disk with
a sensor sector and front-end electronics.
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250 GeV electrons [330], the distribution of the charge deposited in a single pad, Q
pad

, was estimated
to range between 4 < Q

pad

< 6000 fC. Signal digitisation with a 10-bit ADC preserves the energy
measurement.

Prototypes of LumiCal sensors have been designed and manufactured by Hamamatsu Photonics.
Their shape is a ring segment of 30¶. The thickness of the n-type silicon bulk is 0.320 mm. The pitch
of the concentric p+ pads is 1.8 mm and the gap between two pads is 0.1 mm. The bias voltage for
full depletion ranges between 39 and 45 V, and the leakage currents per pad are below 5 nA. Pad
capacitances between 8 pF for the smallest pads and 25 pF for the largest pads were measured [331].

3.5.3 BeamCal

BeamCal will be hit after each bunch-crossing by a large amount of beamstrahlung pairs. For the
current ILC beam-parameter set [332], beamstrahlung pairs were generated with the GUINEA-PIG
program [333]. Inside the ILD detector an anti-DID field [334] was assumed. The energy deposited
in the sensors of BeamCal per bunch crossing allow a bunch-by-bunch luminosity estimate and the
determination of beam parameters with a precision of better than 10% [325]. Applying a shower-
finding algorithm, single high energy electrons, as illustrated in Figure III-3.25. can be detected with
high e�ciency even at low polar angles.

The signals expected on the pads range up to 40 pC. Digitising with a 10-bit ADC has no impact
on the performance of the calorimeter [335]. The dose and the neutron fluence in the sensors after
one year of operation with nominal beam parameters are estimated for a sensor layer at the depths of
the shower maximum to be about 1 MGy and 0.4 ◊ 1012 neutrons per mm2 and year, respectively,
near the beam-pipe.

CVD diamond sensors were obtained from Element6 and IAP Freiburg. Large area GaAs sensors,
as shown in Figure III-3.26, were produced by means of the Liquid Encapsulated Czochralski method,
doped by a shallow donor (Sn or Te), and then compensated with Chromium. This results in a
semi-insulating GaAs material with a resistivity of about 107 �m.

Sensors were exposed to a 10 MeV electron beam at the S-DALINAC accelerator [336]. The
diamond sensors were found to keep good performance under irradiation of up to 7 MGy [337]. The
GaAs shows a significant drop in charge collection e�ciency as shown in Figure III-3.26, but even

Figure III-3.25. Left: The energy resolution, a
res

, for electrons as a function of the polar angle, covering the range
of LumiCal. Right: The distribution of the energy deposited by beamstrahlung pairs after one bunch crossing in
the sensors of BeamCal at a depth of 5 radiation lengths. Superimposed is the deposition of a single high energy
electron, seen as red spot on the right side.
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LumiCal 

Aim: measure luminosity to better than 10-3  
Bhabha scattering as reference process  

Cylindrical sandwich with tungsten absorber  
and silicon sensor planes

BeamCal 

Aim: bunch-by-bunch luminosity estimate  
determination of beam parameters 

10 MGy radiation hardness required 

GaAs or CVD diamonds considered as sensors

R&D within FCAL collaboration  
German participation: DESY
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SiECAL: results and news
• Analysis of pion testbeam data from 2008 

• Comparison with hadron shower models 

• Detector development 

• Silicon sensor studies 
Temperature and humidity dependence, laser injection 

• Readout electronics, mechanical design
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Example : result of 1 guard ring 
(Temperature dependence)  

・Poor reproducibility seen by taking out and in the sensor from the 
measurement box. (should be fixed) 
・This shift may be occurred by surface resistance of copper sheet. 
(condition is not good) 
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New low voltage/clock board serving one detector
element ("slab") with several front-end PCBs has
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"chip-on-board" with naked die SKIROC 2 is
ongoing in Korean EOS company.
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CALICOES) has been written and tested.
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observation is true for all energies of the primary pions. The systematic uncertainty is calculated in
the same way as for the interaction fraction.
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Figure 7: Reconstructed ⇡

�
shower energy in the Si-W ECAL for data and various Monte Carlo physics

lists as a function of beam energy (2GeV to 10GeV).

5.3. Lateral shower extension

The radial distribution of hits in the shower and the radial energy profile can be used as a measure
of the lateral extension of the shower formed as a result of an interaction. Figures 8 and 9 show the
radial distance of shower hits with respect to the lateral shower barycentre for beam energies of 2,
6 and 10GeV. The bin size, �r, is 2 mm. Only hits in the interaction layer and subsequent layers
are taken into account. The histograms are normalised to unity in order to compare the shape of the
distributions. In Fig. 8 the data are compared to ftfp_bert and ftfp_bert_hp while in Fig. 9
they are compared to qgsp_bert and qbbc. The data are shown with their statistical and total
uncertainties. The predictions of all physics lists are within 6% of the data.

Figure 10 shows the mean, hri, and standard deviation,
p
hr2i � hri2, of the radial distance. While

for data they are constant within 4%, in the simulation the mean decreases by 7% between 2 and
10 GeV and the standard deviation decreases by 10%. The Monte Carlo models agree with the data
within 7%, but the qgsp_bert and qbbc physics lists overestimate the mean radial distance for
almost all energies, while ftfp_bert and ftfp_bert_hp overestimate for 2 and 4 GeV after which
there is a very abrupt transition to a smaller mean and standard deviation. Between 4 and 6GeV
these physics lists change from the Bertini cascade to the Fritiof string model. The transition from the
Bertini cascade to the Low Energy Parametrized model in qgsp_bert is also visible. For the energy
range between 4 and 10 GeV the qbbc physics list is in the transition region from the Bertini cascade
to the Fritiof string model and is thus in between qgsp_bert and ftfp_bert. The Bertini model
generates too wide showers while the Fritiof model seems to agree better with the data. Additionally
the high precision treatment of low energy neutrons in ftfp_bert_hp gives a systematically smaller
mean and standard deviation compared to ftfp_bert.
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Figure 15: Mean (a) and standard deviation (b) of the radial energy profile for interacting events as a

function of beam energy (2 GeV to 10GeV) for data and various Monte Carlo physics lists.

Figure 18 shows the mean, hzi, and standard deviation,
p

hz2i � hzi2, of the longitudinal hit
distribution for the data and all four physics lists. The mean increases with beam energy and is very
well described by all physics lists, the standard deviation increases less strongly and is at most 4%
smaller in the data than in the Monte Carlo.

The longitudinal energy profiles are defined as introduced in [14] and also start from the recon-
structed interaction layer. They give the energy in MIPs per pseudolayer. Pseudolayers are introduced
in order to account for the different sampling fractions in the Si-W ECAL. There is a one to one
correspondence between physical layers and pseudolayers in the first module, while each layer in the
second module has been subdivided in two pseudolayers and those in the third module have been sub-
divided into three pseudolayers. The energy in the added pseudolayers is calculated by interpolating
between the reconstructed energy in the considered physical layer and the reconstructed energy in the
previous physical layer. Figures 19 and 20 show the longitudinal energy profiles for 2, 6 and 10GeV.
The Monte Carlo physics lists are again divided over the two figures. The profiles are averaged for
each bin separately by considering only events which have contributed energy in the corresponding
pseudolayer, in order to reduce the influence of showers which extend beyond the physical dimensions
of the prototype.

The longitudinal energy profile descriptions are progressively worse with increasing energy. Just
like the radial distributions, the mean energy per hit is similar in data and simulations, which means
the lower energy in the simulations can be attributed to a lower number of hits. While in general the
energy deposition is underestimated, above 4 GeV ftfp_bert and ftfp_bert_hp overestimate in
the first layers, qbbc less so. This suggests too much energy is being deposited close to the interaction
layer by the Fritiof model.

Figure 21 shows the mean, hziE , and standard deviation,
p

hz2iE � hzi2E , of the longitudinal pro-
files for all four physics lists compared to the data. The mean is underestimated at higher energies
which supports the observation of too much deposited energy near the interaction layer. The stan-
dard deviation is compatible with the data within the uncertainties for qgsp_bert and qbbc. The
difference between the physics lists is maximally 4%.

The hadronic models implemented in geant4 are constantly being revised and improved to best
describe the available data. The analysis presented in this paper initially used geant4 version 9.3 [13]
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Figure 19: The longitudinal energy profile for interacting events at 2, 6 and 10 GeV, for data and the

Monte Carlo physics lists ftfp_bert and ftfp_bert_hp.
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Figure 20: The longitudinal energy profile for interacting events at 2, 6 and 10 GeV, for data and the

Monte Carlo physics lists qgsp_bert and qbbc.
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ScECAL: latest results
• Results from ScECAL testbeam in 2009  

30 layers with 1 cm wide scintillator strips 
w/ and w/o WLS fibre 

•  Temperature dependence, cross-talk 

• Comparison of detector configurations 

• Energy linearity and resolution
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Figure 1: Left: Photograph of the ScECAL prototype. The 26 active layers are seen in

the clear acrylic support structure. The golden-coloured flat cables are MPPC readout cables

and the twisted pair cables in the foreground are connected to the temperature sensors. The

white flat cables connect the LEDs of the calibration system. Right: Structure of a type-F

detector layer, showing the two mega-strips, each divided into nine strips, the positions of the

WLSFs, MPPCs, and the calibration LEDs. The definition of the coordinate system is also

shown.

presented in Section 5. The results are discussed and summarised in Section 6.

2. ScECAL prototype

The ScECAL prototype is shown in Fig. 1. It consisted of 26 pairs of 3 mm

thick scintillator and 3.5 mm thick absorber layers, placed in an acrylic support

structure. The absorber material was composed of 82% tungsten, 13% cobalt

and about 5% carbon, with an estimated radiation length of 5.3 mm. The

effective Molière radius of the prototype was 22 mm.

Each scintillator layer consisted of two 45× 90 mm2 “mega-strip” structures

consisting of nine 45×10 mm2 strips. Compared to a design based on individual

strips, a mega-strip design allows simpler alignment and construction techniques

to be used when producing a large-scale detector with tens of millions of chan-

nels; on the other hand it has the disadvantage of optical cross-talk between

strips, which complicates the interpretation of collected data. The mega-strips

were produced by machining holes and grooves in a 3 mm-thick Kuraray SCSN38

plastic scintillator plate, as shown in Fig. 2. White polyethylene terephthalate
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detector layer, showing the two mega-strips, each divided into nine strips, the positions of the
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and about 5% carbon, with an estimated radiation length of 5.3 mm. The

effective Molière radius of the prototype was 22 mm.
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consisting of nine 45×10 mm2 strips. Compared to a design based on individual
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Figure 10: The measured energy distributions of EM shower data in the central region of the

F-D detector configuration in two runs at a beam momentum of 4 GeV/c. The closed (open)

symbols show the response before (after) the application of the temperature correction. The

uncorrected curves have been scaled by 50% to aid visibility. (The cross-talk correction has

not been applied.)

each pseudo-experiment the temperature correction factor ftemp of each chan-

nel was randomly varied according to a Gaussian distribution whose standard

deviation was the measured statistical uncertainty of ftemp. The variation seen

within an ensemble of one hundred such pseudo-experiments was taken as the

systematic uncertainty due to this effect.

4.3. Optical cross-talk

Adjacent strips in the same mega-strip were not perfectly optically isolated

by the PET film inserted into the pairs of grooves (shown in Fig. 2). The re-

sulting optical cross-talk was measured using the calibration data by comparing

the signals in a given strip when the positron passed through the strip itself, an

adjacent strip, or a more distant strip in the same mega-strip. It was measured

separately across each strip boundary. Figure 11 shows an example of these

signals in a particular strip, and the distribution of the cross-talk measured

between all pairs of strips within the same mega-strip. The cross-talk between

neighbouring strips is typically around 10%, with a relative variation of around

15% (RMS). We observe that the cross-talk in type-D mega-strips is on average
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Figure 12: The reconstructed energy after the temperature correction (closed circles) and

after an additional cross-talk (XT) correction (open squares), for the same sample of central

events collected at 4 GeV/c by the F-D detector configuration.

corresponding to the ∼ 10% leakage to the two neighbouring strips within the

same mega-strip.

Estimation of systematic effects

The difference in cross-talk between strips in the two mega-strip types is sim-

ilar to the variation of cross-talk for strips of each type, so a common systematic

uncertainty was assigned. The total spread in measured cross-talk values around

the mean is of order 50%. To estimate the systematic uncertainty due to this

cross-talk correction procedure, results obtained with and without the applica-

tion of the correction were compared. Half of the difference between these two

approaches (corresponding to the overall spread of cross-talk measurements)

was assigned as a systematic uncertainty.

4.4. Energy linearity and resolution

EM shower data, taken with absorber plates installed between the scintil-

lator layers, were collected using beam momenta of 1 – 6 GeV/c. Events were

pre-selected by requiring that the signals in the upstream trigger and veto coun-

ters were consistent with the passage of a single positron: the signals in the two

trigger counters were required to be consistent with a single MIP signal, while
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central region, for the F-D detector configuration. Right: The dependence of the measured
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configuration. Only statistical uncertainties were used in the fit to the linear function (shown

as a dotted line).
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Figure 14: Deviation from linear energy response measured in the central and uniform regions

of both detector configurations. Only statistical uncertainties are shown.

was used to estimate the energy resolution. Figure 15 shows this relative width

as a function of the beam momentum in the two regions of the two detector

configurations. These points were fitted by a function of the form

σE

E
=

√

σ2
stochastic

Ebeam[GeV]
+ σ2

constant ,

where σstochastic and σconstant are the stochastic and constant terms of the energy

resolution, and Ebeam is the beam energy in GeV. The results of these fits are

shown in the same figure, and are presented in Table 2. When a term describing

detector noise was included in the above expression, its fitted value was always

consistent with zero.
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Figure 15: The energy resolutions measured using data taken with 1–6 GeV/c e+ beams in

the central and uniform regions of the two detector configurations. The results of the fits

described in the text are shown, and the fitted parameters reported in Table 2.

4.5. Summary of the systematic uncertainties

The approach taken to the systematic uncertainties arising from the MIP

calibration, saturation, temperature and cross-talk corrections are described in

previous sections. The observed shifts in the stochastic and constant terms of

the energy resolution when these procedures were applied were used as system-

atic uncertainties. Where uniform systematic uncertainties were assumed (for

example, in the cross-talk correction), the average of the shifts in different con-

figurations and regions was used. The resulting uncertainties on the stochastic

and constant terms of the energy resolution are shown in Table 3.

The systematic uncertainties are dominated by uncertainties in the MPPC

saturation correction, both from the effective number of pixels which charac-

terises the MPPC response enhancement and the signal corresponding to a

single fired pixel. The uncertainty on the effective number of pixels stems from

the fact that only a single strip–MPPC unit was tested, necessitating a con-

servative estimate of the systematic uncertainty. The uncertainty on the single

pixel signal is dominated by the small fraction (∼ 6%) of electronics channels

in which the ratio between the high and low gain modes was measured.

Any spread in the beam momentum will contribute to the width of the recon-

structed energy distributions shown in Fig. 13 (left). If this beam momentum

spread is well understood, it can be subtracted from the measured widths to give
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configuration region (%) statistical systematic

F-D central stochastic 13.24 ±0.05 ±0.20 +0
−1.66

constant 3.65 ±0.05 ±0.47 +0
−3.65

uniform stochastic 13.76 ±0.07 ±0.21 +0
−1.86

constant 3.52 ±0.07 ±0.47 +0
−3.52

D-F central stochastic 13.43 ±0.06 ±0.07 +0
−0.80

constant 4.45 ±0.04 ±0.22 +0
−4.45

uniform stochastic 13.73 ±0.08 ±0.07 +0
−2.34

constant 3.35 ±0.07 ±0.22 +0
−3.35

Table 2: Measured stochastic and constant terms of the ScECAL energy resolution in the cen-

tral and uniform regions of the two detector configurations. The second systematic uncertainty

is the contribution due to the assumed 5% beam energy spread.

the intrinsic calorimeter energy resolution. However, the momentum spread of

the test beam at DESY is not very well understood at present. An estimated

upper limit on the momentum spread is given as 5% [11], but the true spread

is likely to be smaller, and may depend on energy3. Due to this uncertainty, we

have chosen not to subtract a beam momentum spread for the nominal mea-

surement, but assign a systematic uncertainty due to this effect. We estimate

this uncertainty by subtracting, in quadrature, 5% from the energy resolution

measured at each beam momentum. This has a large effect on the measured

energy resolutions, reducing the fitted constant term to zero in each case, and

also leading to significant reductions of the stochastic terms.

5. Simulation

A GEANT4 simulation of the prototype was developed using the Mokka

package [15]. Active scintillator layers were segmented into strips, with an in-

sensitive region corresponding to the MPPC package at one end of each strip.

3Norbert Meyners (DESY), personal communication (2013).
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ScECAL: design improvements
• Granularity and uniformity 

• Strip width reduced to 0.5 cm, wedge shape with bottom readout 

• Already implemented in prototype currently under test  

• Ideal SiPM 

• Rectangular shape, 0.25 mm thin, with many pixels to reduce saturation effects 

• In contact with Hamamatsu

13

S. Uozumi, LCWS 14

Wedge-type readout : implementation 

Oct 8th 2014 ~  
 
Testbeam@CERN 

New idea : readout by ｒectangular PPD 
& tapered scintillator 

Scintillator strip 

Sensitive area  

PPD 

max – min ~ 7% Light strength 

• Tapered scintillator and PPD with 
ｒectanguｌar PPD is a new idea to 
absorb response non-uniformity 

• Simple MC simulation result 
shows ~7% of non-uniformity 

• Asking Hamamatsu to provide the 
ｒectangular PPD 

MC simulation result 

New ideas  
 

10 

dead area,0.9mm 

MPPC base board 

Scintillator 
Baseline design has 

Tokyo Group 
45 mm 

1-2 mm 
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sensor 

4 mm 0.5mm MC 

0.25 mm 
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Bottom readout with 
wedge  

14 

PPD (MPPC) development 
 We were (are) requiring 

 
: lower noise rate, cross-talk, afterpulse 
 
: high Photon Detection Efficiency 
 
: large number of pixels 
 
to Hamamatsu K.K. 

Saturation effect is drastically 
improved! 

http://agenda.linearcollider.org/event/6389/session/5/contribution/75/material/slides/1.pdf
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SDHCAL: latest results
• Analysis of SDHCAL testbeam data from 2012  

48 GRPC layers with stainless steel absorber 

• Spill time correction, linearity and resolution 

• Tracking within hadronic showers 

• Comparison with hadronic models

14
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energy is computed using the three thresholds information and the distributions are fitted with a Gaussian.
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Figure 1: Illustration of the Hough Transform method. Each point on the left figure has its associ-
ated curve on the right one with the same colour. The curves associated to the points located on the
straight line, intersect in the same point in the (q ,r) plane.

whose content is related to the number of aligned hits.

3. Use of Hough Transform in presence of the hadronic shower

SDHCAL is made of 48 active layers interleaved with 2 cm absorber plates made of stainless steel.
Each active layer is made of 96⇥96 of 1 cm2 pads. Two adjacent pads are separated by 0.408 mm.
Hits left by charged particles in one active layer are represented by fired pads. A small number of
pads could be fired by the passage of one charged particle in an active layer. The average value of
these number is called the pad multiplicity.

Hadronic showers are generally characterized by a dense core (electromagnetic part) located
in the centre and less dense part (the hadronic one) in the periphery. Therefore, to use the Hough
Transform to find tracks within hadronic showers one should avoid using hits located in the dense
core since one can build artificially many tracks from the numerous hits of the core. This can be
achieved by keeping only hits that have few neighbours. To avoid unnecessary time consuming, the
Hough Transform method is applied not to the hits themselves but rather to clusters of hits resulting
from aggregating topologically neighbouring hits in one active layer ((x,y) plane). Those clusters
are built recursively. The first cluster is built starting from one randomly chosen hit of the (x,y)
plane. Adjacent hits to this first hit are looked for and are added to the cluster. Hits adjacent to any
of the cluster hits are again looked for and added. The procedure is applied until no new adjacent
hit is found. The hits belonging to this cluster are tagged and withdrawn from the hits list. The
same procedure is applied to a new hit randomly chosen among the remaining hits of the plane.
The procedure is repeated until all the hits are gathered into clusters. The coordinates of a resulting
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Figure 10: 50 GeV hadronic shower illustrating that connection between clusters could be done
with the reconstructed tracks.

Another advantage one may have in extracting the segments is to use them for a better energy
reconstruction. In the SDHCAL energy reconstruction method, each of the thresholds has a differ-
ent weight [1]. Tracks of low energy that stop inside the calorimeter may have hits of second or
third threshold. This may biais the energy estimation. Therefore giving the same weight for all the
hits belonging to these tracks should improve on the energy reconstruction.

7. Conclusion

The Hough Transform is a simple and powerful method for finding tracks within a noisy environ-
ment. The technique to use this method to extract tracks in hadronic showers was applied to events
produced by the exposure of the SDHCAL to hadron beams. The parameters of this technique have
been detailed and allowed to have an efficient extraction. This method was also applied to simu-
lated hadronic showers. Comparison with data allows to discriminate the different hadronic shower
models used in the simulation. The advantages of using Hough Transform tracks to calibrate the
hadronic calorimeter in situ are presented. In addition these tracks can be a useful tool in the PFA
techniques. The extension of this technique to hadronic showers in the presence of magnetic field
is being worked out. For high energy tracks whose trajectory is weakly affected by the magnetic
field the same method could be used. For those of low energy, their trajectory is well characterized.
The projection of these trajectories to the plane perpendicular to the magnetic field is a circle-like.
Hough Transform method can be then used to find those circles in an appropriate way.

References

[1] The CALICE Collaboration, First results of the CALICE SDHCAL technological prototype, CALICE
Analysis Note CAN-037, 30th November 2012
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effect parameter of the digitzer should in principle have no consequence on the study of the number
and the length of the tracks produced in the different hadronic shower models with respect to that
found in data since only single tracks are concerned here. However it allows to account better
for the tracks environment in the simulation which constitute a kind of background one should
correctly simulate for the HT study.

Finally the same digitizer with the same set of parameters was used to simulate events with
the three models used in this analysis for all the studied energy.

The tracks obtained using the HT in simulated events with the three models are compared to
each other and to data for different energies. Figure 5 shows the distributions of the total number
of reconstructed tracks within 10, 40 and 70 GeV hadronic showers. The track length could be an
interesting variable to compare simulation models with data. It is defined as the distance between
the most upstream cluster position with respect to the beam direction and the most downstream one
of the clusters belonging to a given HT selected track. Figure 6 shows the track length distribution
for different energies of data and simulated events. In Appendix B and C further distributions of
these variables are shown. Figure 7 shows the mean number of reconstructed tracks and their length
as a function of the incoming particle energy. Even though the systematics uncertainties related to
the difference of efficiency of single tracks between data and simulation which is at the level of
3% is yet to be included in this analysis, it appears that QGSP_BERT _HP model is closer to data
than FT FP_BERT _HP one, specially for the number of reconstructed tracks. However, for both
models the number of reconstructed tracks is higher than the number of those found in data and
they are shorter. With significantly less reconstructed tracks, LHEP model differs from the two
other models and from data. It features also shorter tracks with respect to the other models and to
data especially at low energy.
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Figure 5: Number of reconstructed tracks in hadronic shower for simulation and for data at 10, 40
and 70 GeV. The digitizer used in the simulation was tuned using hadrons data as explained in the
text.

The same method was applied to rather pure electron events in the energy range from 5 to
70 GeV collected by using a special filter during the 2012 SDHCAL Test Beam as explained in
CALICE note [1]. The absence of such tracks in the case of electrons as expected, compared with
pions as can be shown in Figure 8 confirms the power of the Hough Transform method and the low
probability that it introduces fake tracks in dense environment similar to the one prevailing in the
hadronic shower core.
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AHCAL: latest results
• Many new results from AHCAL testbeams in 2006-2012:  

38 layers with different absorbers (Fe or W) 

• Characterisation of prototypes (linearity, resolution) 

• Measurement of particle shower evolution 

• Tests of simulation models for hadronic interactions after 
validation with electromagnetic processes

15

Introduction

CALICE test beam experiments

Test beam experiments in 2006-2012 at DESY, CERN, FNAL

Prototypes of up to ⇠ 1m3, ⇠ 2m3 including Tail Catcher

W-DHCALTCMT CERN

 �
beam

Eva Sicking (CERN) Geant4 Comparison to CALICE Data July 3, 2014 3 / 22
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Figure 11: Left: Dependence of the mean p+ visible energy on the available energy. Right: De-
pendence of the RMS of the p+ visible energy on the available energy. Data are compared with
selected GEANT4 physics lists. In the bottom part of the figure the ratio between the simulation
and the data is shown. The bands show the overall uncertainty.
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domly triggered events inside the beam spill, considering all calorimeter cells. This term amounts
to 71 MeV in the case of p� data, and to 70 MeV in the case of p+ data.
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To study the shower development, we introduce the longitudinal shower depth, Z0, which
represents a longitudinal centre of gravity calculated with respect to the shower start in each event
as follows:
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AHCAL: shower profile studies
• High granularity allows for detailed study of shower profiles 

• Longitudinal and radial shape, calorimeter response, h/e
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Figure 8. Distributions of the longitudinal shower depth Z0 of pion- and proton-induced showers at initial
momentum (a) 10 GeV/c and (b) 80 GeV/c for data and simulation (FTFP_BERT). Error bars show the
statistical uncertainties.

Z0 =
ÂNsh

i=1 ei · (zi � zstart)

ÂNsh
i=1 ei

, (3.7)

where Nsh is the number of hits in the Fe-AHCAL from the shower start layer and beyond, ei is the
hit energy, zi is the distance from hit layer to the calorimeter front, and zstart is the distance from the
shower start layer to the calorimeter front face. In contrast to Z, the value Z0 is independent of the
distribution of the shower start position and describes an intrinsic longitudinal shower development.
The observable Z0 is more convenient for the comparison of showers induced by different types of
hadrons with different nuclear interaction lengths. Typical distributions of Z0 are shown in Fig. 8
for pions and protons. The longitudinal shower depth of a pion shower tends to be closer to the
shower start than that of a proton shower. The shape and width of the distribution is well reproduced
by the FTFP_BERT physics list for both pions and protons in the energy range studied.

The mean longitudinal shower depth, hZ0i, is extracted from the distributions shown in Fig. 8.
The energy dependence of hZ0i in Fig. 9 increases logarithmically with energy from ⇠1l eff

I at
10 GeV to ⇠1.5l eff

I at 80 GeV. Figure 10 shows the ratios of simulations to data. The QGSP_BERT
physics list underestimates hZ0i by ⇠5-7% for both pions and protons above 20 GeV. The FTFP_BERT
physics list gives a very good prediction of hZ0i for pions and slightly overestimates the rate of
growth for protons.

The longitudinal dispersion, sZ0, characterises the scattering of shower hits around the longi-
tudinal centre of gravity and is calculated for each event using the following formula:

sZ0 =

s
ÂNsh

i=1 ei · (zi � zstart)2

ÂNsh
i=1 ei

�Z02, (3.8)

where Z0 is from Eq. 3.7. The mean longitudinal dispersion, hsZ0i, is of the same order of magni-
tude as the mean hZ0i (Fig. 11) and also increases logarithmically with energy. The values of hsZ0i
predicted by the FTFP_BERT physics list are in agreement with data for both types of hadrons.
The QGSP_BERT physics list underestimates the mean longitudinal dispersion above 20 GeV by
⇠5% (Fig. 12).
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Figure 13. Distributions of the shower radius for pion- and proton-induced showers at initial momentum
(a) 10 GeV/c and (b) 80 GeV/c for data and simulation (FTFP_BERT). Error bars show the statistical
uncertainties.

R =
ÂNsh

i=1 ei · ri

ÂNsh
i=1 ei

, (3.9)

where Nsh is the number of hits in the Fe-AHCAL from the shower start layer and beyond, ei is
the hit energy, ri =

p
(xi � x0)2 +(yi � y0)2 is the distance from hit with coordinates (xi,yi) to the

shower axis with coordinates (x0,y0). The shower axis is defined using the primary track coordi-
nates in the Si-W ECAL or the event centre of gravity for the data taken without the electromagnetic
calorimeter. Typical distributions of the shower radius are shown in Fig. 13, from which the mean
shower radius, hRi, is extracted for pion- and proton-induced showers. Proton-induced showers
tend to be wider than pion showers. For data, the fluctuations of the radius of pion-induced show-
ers are larger than those of proton-induced showers. The shape and width of the distributions are
reasonably well reproduced by the FTFP_BERT physics list for both pions and protons in the
energy range studied.

The energy dependencies of the mean shower radius are shown in Fig. 14. The values of
hRi decrease logarithmically with increasing energy and this general behaviour is well reproduced
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Figure 11: Fit of function (2) (black curves) to longitudinal profiles of showers initiated
by (a,c) pions or (b,d) protons with initial energy 40 GeV and extracted from (a,b) data
or (c,d) simulations with FTFP BERT physics list. The red and blue curves show the
contributions of the ”short” and ”long” components, respectively.
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Figure 13: Fit of function (3) (black curves) to radial profiles of showers initiated by (a,c)
pions or (b,d) protons with initial energy 30 GeV and extracted from (a,b) data or (c,d)
simulations with FTFP BERT physics list. The red and blue curves show the contributions
of ”core” and ”halo” components, respectively. See text for details.
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Figure 1: (a) Response to pions extracted from the fit to longitudinal shower profiles
obtained from data (black circles) and simulations with the FTFP BERT physics list (red
triangles); the bands show the response obtained with the combined CALICE calorimeter
for data (solid grey) and simulations (hatched red). (b) Ratio of the response extracted
from the fit to simulations to those extracted from the fit to data. The error bars cor-
respond to the statistical uncertainties, the grey band shows the total uncertainty of the
data. See text for details.

4 Estimates of h/e from the fit to longitudinal profiles

In a phenomenological approach [5], there are three parameters, which define the calorime-
ter response to hadrons. The first one is the mean electromagnetic fraction f

em

, i.e. the
average fraction of the initial hadron energy deposited in the form of the electromagnetic
component of the shower. The other two parameters, e and h, characterise the response
to the electromagnetic and to the non-electromagnetic (hadronic) component of hadron-
induced showers, respectively. The response e defines the electromagnetic scale for a given
calorimeter and is di↵erent from h in non-compensating calorimeters. In terms of the tra-
ditional phenomenological approach, the mean reconstructed energy of a hadron-induced
shower E

sh

can be represented as the sum of an electromagnetic component E
em

and a
hadronic component E

had

:

E
sh

= E
em

+ E
had

, (2)

Both components, measured in the electromagnetic scale, can be expressed in terms of
the mean electromagnetic fraction f

em

, the mean hadronic fraction f
had

= 1 � f
em

, and
the initial hadron energy E

ini

as follows:

4

independence of e is supported by the constant response to electrons observed for the
Fe-AHCAL in the energy range studied [4].

As follows from Fig. 2, the h/e ratio, extracted from the fit to longitudinal profiles, exhibits
the slow energy dependence. One of the possible explanations is the simplified representa-
tion, used in our studies to describe the longitudinal shower development. With increas-
ing energy of initial hadron, the probability of ⇡0 production in secondary interactions
increases as well resulting in more complicated structure of the longitudinal distribution
of the energy density. In the given representation, electromagnetic sub-showers, which
are produced far from the shower starting point, contribute more likely to the ”long”
component and the extracted h/e ratio might be overestimated with increasing energy.

At the same time, one can expect a worsening of the sampling with decreasing energy due
to wider angular distributions of secondaries as the radius of hadronic showers is known to
increase noticeably with decreasing energy. For instance, the mean radius of pion showers
is observed to change from 92 mm at 10 GeV to 76 mm at 30 GeV (which is more than by
15%) [3]. As follows from Fig. 2, the value of h/e, extracted from the fit to longitudinal
profiles, increases by ⇠8% from 10 to 30 GeV and becomes almost energy independent
above 30 GeV.
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Figure 2: (a) Energy dependence of the h/e ratio extracted from the fit to longitu-
dinal profiles for data (black circles) and simulations with the FTFP BERT (red) and
QGSP BERT (blue) physics lists; the hatched blue and solid yellow bands correspond to
the estimates from experimental data obtained with the ATLAS TileCal [6] and CDF [7]
hadron calorimeters, respectively. (b) Ratio of the h/e values extracted from the fit to
simulations to those extracted from the fit to data. The error bars correspond to the
statistical uncertainties, the grey band shows the total uncertainty of the data. See text
for details.
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Time structure of showers (T3B)
• T3B: Tungsten Timing Test Beam 

• Radial strip of 15 scintillator tiles behind HCAL 

• Readout with 1.25 GHz sampling rate over 2.4 μs 

• Shower time structure dependence on absorber 
material (Fe or W), deposited energy and radius

17

Figure 1. Photograph of the whole T3B module (left) and zoomed view on the strip of scintillator cells
(right). Each cell has its own temperature sensor that is attached close to the SiPM, shown by red circles for
three example cells. In addition, on independent temperature sensor for the layer is installed, marked with
the blue circle. All dimensions are given in millimeters.

Each T3B cell consists of a scintillator tile machined from scintillating plastic (Bicron 420)
with dimensions of 3⇥3⇥0.5 cm3. The size of the scintillator tiles matches the size of the fine scin-
tillator cells used in the active layers of the WAHCAL [10]. Each tile is read out by a Hamamatsu
MPPC-50 with an active area of 1⇥ 1 mm2 and 400 microcells, packaged in a transparent plastic
casing. The SiPM is coupled via an air gap without the usage of a wavelength shifting fiber to one
side of the scintillator tile. To recover an uniform cell response to traversing ionizing particles, a
special tile geometry is used with a dimple machined into the tile at the SiPM coupling position
[11]. The tile with the embedded SiPM is completely enclosed with a self-adhesive highly reflec-
tive mirror foil (3M Radiant Mirror Foil) to provide optimal light collection, and a low-transmissive
black absorber foil (BKF24 from Thorlabs) for light shielding purposes. The scintillator itself pro-
duces approximately 13 000 photons per MeV of deposited energy. Only a small fraction of these
photons, on the one to two per mille level, are actually detected, as presented in more detail in
Section 3.3.

Each cell is mounted on a custom designed preamplifier board based on an Infineon BGA614
amplifier, which amplifies the SiPM signal by a factor of 8.9 in the relevant signal frequency range.
The power for the 15 preamplifiers and the SiPMs is supplied by two common HV sources. In-
dividually adjustable resistor dividers allow for a device-by-device adjustment of the SiPM bias
voltage prior to the installation of the detector at the test beam facility. The operating voltages are
adjusted such that the peak amplitude of the signal of a single firing pixel is 5 mV. To provide a
detailed monitoring of the thermal conditions of the detector, each T3B cell is equipped with a four-
wire temperature sensor (platinum resistance thermometer PT-1000) which is positioned close to
the SiPM. In addition, an independent layer temperature sensor is installed in the T3B cassette, as
shown in Figure 1 (right). All temperature sensors are read out with a PC via a custom USB-based
temperature monitoring system.

2.2 The Data Acquisition System

The data acquisition of the T3B experiment is based on Picotech PS6403 USB oscilloscopes con-
trolled with an external PC. These four-channel oscilloscopes provide a sampling rate of 1.25
GSamples per second and 1 GB of local buffer memory. Two readout modes are available, a
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Figure 4. Time of first hit distribution of muon data with steel absorbers and hadron data with steel and
tungsten absorbers in a time range of �10ns to 200ns (top). The histograms are normalized to the number
of events in which at least one first hit could be identified and show the number of hits per T3B DAQ time
bin of 0.8 ns. The same distributions are shown in a time range from 8ns up to 2000ns on a logarithmic time
scale (bottom). Here, the peak of the distributions was excluded for better visibility. The lines show fits to
the data, as described in the text.

6.2 Hadronic Shower Timing in Different Absorber Materials

Within a hadronic cascade, absorber materials with high atomic number Z and higher neutron con-
tent are expected to release an increased number of evaporation neutrons. Such neutrons contribute
substantially to delayed energy depositions predominantly by two mechanisms relevant at different
times relative to the first interaction. The elastic scattering of evaporation neutrons with the active

– 12 –

Energy Deposition [MIP]
0 1 2 3 4 5

M
e
a
n
 T

im
e
 o

f 
F

ir
st

 H
it 

[n
s]

0

1

2

3

4

5

60 GeV hadrons - tungsten

60 GeV hadrons - steel

180 GeV muons

CALICE T3B

Figure 5. Energy dependence of the mean time of first hit for muon data with steel absorbers (red) and
hadron data with steel (green) and tungsten (blue) absorbers. The bands show the systematic uncertainties.

4.7ns, about three times larger than for steel. At ⇠ 1 MIP, the mean TofH does still amount to
more than 1.1 ns and decreases down to 500 ps at ⇠ 5 MIP. Also here the importance of late
energy deposits decreases with increasing energy, but contributions of delayed hits are found also
at higher hit energies.

6.3 Radial Dependence of Timing Profiles

The prompt shower contribution is dominated by electromagnetic subshowers and by relativistic
particles, which are both concentrated along the shower axis. Low-energy neutrons on the other
hand spread throughout the calorimeter, and thus contribute both close and far away from the
beam axis. This is investigated by studying the lateral timing profile, given by the mean time of
first hit as a function of radial distance from the shower axis, as shown in Figure 6. The mean
time of first hit exhibits an increase with increasing radius, consistent with the expectation of a
central core containing the majority of the shower energy, which is mainly deposited by prompt
electromagnetic subshowers and relativistic hadrons, and a shower halo of mainly hadronic origin
which, in addition to a prompt component, receives sizeable contributions from delayed signals,
predominantly generated by neutron-induced processes.

The increase of the mean time of first hit at larger radii is significantly more pronounced in
tungsten than in steel. This is due to the larger yield of evaporation neutrons in tungsten, and due to
the substantially shorter radiation length and the larger ratio of lI to X0 (⇠ 27 compared to ⇠ 10)
for tungsten compared to steel. At a radius of ⇠ 40cm, the mean TofH is 2.8 times larger for
tungsten than for steel (10.8 ns vs. 3.9 ns). In the shower center, this relative timing difference
amounts to only 370ps, which is of a similar order to the systematic uncertainties, as discussed in
detail in Section 6.1.
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Figure 6. Radial shower timing profile of the mean time of first hit for hadron data with steel (green) and
tungsten (blue) absorbers. The bands show the systematic uncertainties.
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Figure 7. Comparison of the distribution of the identified hits in Monte Carlo and test beam data for hadrons
in steel (left) and tungsten (right) for the time period from -10 ns to 200 ns. The grey band shows the
systematic uncertainties.

6.4 Comparison of Data to Monte Carlo Simulations

To determine the accuracy of shower timing in GEANT4, the T3B data are compared to simulations
based on different hadronic physics models, as introduced in Section 5. Figure 7 shows the time dis-
tribution of the first hits in steel and tungsten absorbers compared to the three physics lists. While
QBBC and QGSP_BERT_HP reproduce the distribution well for both absorbers, QGSP_BERT
shows some discrepancy with the data. In steel, the shower activity in the intermediate time period
from 10 ns to 60 ns is slightly underestimated, while in tungsten the late component > 50 ns is

– 16 –
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AHCAL: testbeams 2014
• EUDET stainless steel absorber structure 

• Layers: 3 strip ECAL, 8 small HCAL, 4 big HCAL 

• Fully HDMI-based DAQ 

• Different types of scintillator tiles and SiPMs 

• Scalable channel-wise power supply and distribution, 
water cooling for power boards 

• 14+12 days at CERN PS in Oct-Dec 2014 with muon, 
electron and hadron beams

18

14

Pions data

• Hits with energy > 0.5 MIP

Event 180 - Run 20233 Event 1075 - Run 20233

HLTran - Software tools & First look into PS data - CALICE AHCAL main meeting 16-17/12/2014

MC

Scintillator HCAL Felix Sefkow    SiD workshop, 13.1.2015

2nd gen AHCAL to test beam

• EUDET stainless steel prototype stack  
• 4 large, 8 small HCAL layers, 3 strip-

ECAL 
• New fully HDMI-based DAQ 
• Different types of tiles and SiPMS 
• Germany, Russia, Czech, US, Japan

5

Katja Krüger  |  Report from PS Testbeam  |  17 December 2014  |  Page  17/17

Many thanks to all participants!

© Katsu

+ many people not visible here!

Event 180 - Run 20233

12

T0 channels

One example of muon event after 
simple cut of 0.5 MIP

HLTran - CALICE AHCAL testbeam at PS - CLIC workshop 27/01/2015

Muon Pion

Status: Software

Event display

• Wing-LDA:  

• New hardware OK 

• Firmware for Kintex-Zync link in progress

9

Status: DAQ

Second testbeam period (Nov-Dec) 
• Running with full HDMI DAQ  
   (using two mini-LDAs) 
➢ Much more stable, still some instabilities with 
electronics (under investigation at DESY) 
• Combined run with one additional SiEcal layer. 

Well synchronised.  

➢ Common run control: important step towards 

integrated DAQ (Taikan’s work)

Katja Krüger  |   Scintillator DAQ status   | CALICE meeting Madrid, 15 September 2014  |  Page 4/12

Link and Data Aggregator (LDA)

> New LDA design by university of Mainz
! Compatible with CALICE DAQ

> Two options
! Mini-LDA: ZedBoard + Mezzanine → Generic
! Wing LDA → AHCAL geometry specific, based 

on MARS board

> Both options are based on the same Xilinx 
Zynq-7000 SoC, so Firm- and Software can 
be adapted easily

! in addition, Wing-LDA has 4 Kintex-FPGAs for 
data handling

Wing LDA: central piece + 1 wing

Zedboard with Mini-LDA Mezzanine

HLTran - CALICE AHCAL testbeam at PS - CLIC workshop 27/01/2015

7

Status: Mechanics & Electronics

• Everything survived the transport from DESY to 

CERN, craning of the detector (including active 

layers) worked well 

• Scalable system of channel-wise power supply 

and power distribution: only 3 voltages (SiPM, 

LED, electronics) on one cable per layer

Huong Lan Tran, Katja Krüger  |  AHCAL Testbeam status  |  20 October 2014  |  Page  5/8

Beamtest status

> first time we run in this setup
> everything survived the transport from DESY to CERN fine
> craning of the detector (including active layers) worked well
> all active layers tested individually at DESY and at CERN, all 

working fine after some voltage adjustments
> new water cooling system

! working reliably
! mechanically not easy, 

not much room for 
inserting layers and cables

• Water cooling system for power boards works 

reliably 

• Pipes are dimensioned or 2 full modules (96 

layers), large diameter allows working with 

a leak-less under-pressure system (max 1 

bar) 

• Mechanically not easy, not much room for 

inserting layers and cables

HLTran - CALICE AHCAL testbeam at PS - CLIC workshop 27/01/2015

H.L. Tran, CLIC WS 15

https://indico.cern.ch/event/336335/session/1/contribution/59/material/slides/0.pdf
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AHCAL: testbeams 2015 
• 2 (possibly 3) weeks at DESY 

• Main goals: DAQ tests, MIP calibration, full dress rehearsal for CERN testbeams, 
consolidation of online software 

• First testbeam period successfully completed on Monday! 
Air stack with 5 big layers. LED, pedestal, electron beam runs.  
Stable operation with faster DAQ 

• 2 periods at CERN SPS (one period with steel, one with tungsten) 

• New DAQ component being commissioned: 

• Scalable data aggregator (Wing LDA) designed for one AHCAL sector in ILD 
geometry

19

• Wing-LDA:  

• New hardware OK 

• Firmware for Kintex-Zync link in progress

9

Status: DAQ

Second testbeam period (Nov-Dec) 
• Running with full HDMI DAQ  
   (using two mini-LDAs) 
➢ Much more stable, still some instabilities with 
electronics (under investigation at DESY) 
• Combined run with one additional SiEcal layer. 

Well synchronised.  

➢ Common run control: important step towards 

integrated DAQ (Taikan’s work)

Katja Krüger  |   Scintillator DAQ status   | CALICE meeting Madrid, 15 September 2014  |  Page 4/12

Link and Data Aggregator (LDA)

> New LDA design by university of Mainz
! Compatible with CALICE DAQ

> Two options
! Mini-LDA: ZedBoard + Mezzanine → Generic
! Wing LDA → AHCAL geometry specific, based 

on MARS board

> Both options are based on the same Xilinx 
Zynq-7000 SoC, so Firm- and Software can 
be adapted easily

! in addition, Wing-LDA has 4 Kintex-FPGAs for 
data handling

Wing LDA: central piece + 1 wing

Zedboard with Mini-LDA Mezzanine

HLTran - CALICE AHCAL testbeam at PS - CLIC workshop 27/01/2015
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AHCAL: design optimisations 
• Tile geometry 

• SMD SiPMs convenient for mass production 

• Dimple in tiles to accommodate SiPM,  
different shapes under investigation 

• Single tiles and megatile under test 

• Simulation studies to optimise tile size 

• Absorber 

• Simulation studies to optimise material choice,  
thickness and number of layers 

• Mechanical structure 

• Simulation of dynamical seismic stability

20

Optimization in simulation 

10.11.2014 9 Yong Liu, IEEE Nuclear Science Symposium 2014 

H=1.5 mm 

6.0 mm 

30 mm 

3 
m

m
 

• High 1-MIP response: 20.6 p.e. 
• Response uniformity 

– Over 99% area within 10% deviation 

Muons (1~3 GeV, 
exactly vertical) 

• Different cavity designs tried 
 
 
 

– Choose dome-shaped cavity 

 
• Vary dome parameters 

– Geometry: height, radius 
– Surface: polished, ground… 
– Material filled in: air, silica gel… 

 

• Optimized cavity design 
– Dome height 1.5 mm 
– Dome radius 3.0 mm 
– Well polished surface 
– Filled with air 

Hemisphere 

Example 1 

Dome + Pedestal 

Example 2 

Dome 

Geant4 simulation 

MC

Scintillator HCAL Felix Sefkow    SiD workshop, 13.1.2015

Open systems & engineering issues

• Not many (for ILD), and on the way 
• Dynamical seismic stability of absorber 

structure 
– simulations 
– validation? 

• Leak-less under-pressure cooling system 
• In-situ compensation of temperature 

variations (optional) 

• For SiD, in addition: 
• Active layer integration into absorber 

structure 
• Space for interfaces, routing of services

11

Optimization in simulation 

10.11.2014 9 Yong Liu, IEEE Nuclear Science Symposium 2014 

H=1.5 mm 

6.0 mm 

30 mm 

3 
m

m
 

• High 1-MIP response: 20.6 p.e. 
• Response uniformity 

– Over 99% area within 10% deviation 

Muons (1~3 GeV, 
exactly vertical) 

• Different cavity designs tried 
 
 
 

– Choose dome-shaped cavity 

 
• Vary dome parameters 

– Geometry: height, radius 
– Surface: polished, ground… 
– Material filled in: air, silica gel… 

 

• Optimized cavity design 
– Dome height 1.5 mm 
– Dome radius 3.0 mm 
– Well polished surface 
– Filled with air 

Hemisphere 

Example 1 

Dome + Pedestal 

Example 2 

Dome 

Geant4 simulation 

Y. Liu, IEEE 14

F. Sefkov, SiD WS 15

http://www.npss-confs.org/nss/program/ListProgramDB.asp?session=N17#
https://agenda.linearcollider.org/event/6522/session/9/contribution/20/material/slides/0.pdf
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AHCAL: new sensors 
• SiPM improvements driven by medical applications 

• Very uniform performance over large batches of 
devices 

• Lower noise, better temperature stability 

• Easier commissioning, less parameters to be set 
channel-wise 

• New MPPC by Hamamatsu with low inter-pixel 
crosstalk: first tests look very promising

21

F. Sefkov, LCWS 14

MC

Scintillator HCAL technological prototype Felix Sefkow    LCWS Belgrade, October 6-10, 2014

Benefits

• Device uniformity: dramatic 
simplification of commissioning 
procedures 

• Many degrees of freedom become 
obsolete 
– no need anymore for bias 

adjustment to equalise light yield 
– no need anymore for pre-amp 

compensation of SiPM gain 
variation 

– no need anymore for channel-wise 
trigger thresholds 

!
• Low noise: auto-trigger works 
• Higher over-voltage possible - 

reduce temperature dependence

9

13/15Sebastian Laurien – AHCAL Meeting02.09.2014

~0.5 MIP, false trigger

Cuts Trigger:
● HitBit ==1 
● 1220<ADC<1280
● 1000<TDC<2125

Cuts Events:
● HitBit==1
● 1000<TDC<2750
● ADC-Ped<150

 
4 HBUs 

>500 channels 
- before 

calibration
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Temperature dependence

• Temperature measurements from 6 sensors on the board

• T1 & T2 close to power board 

• 11 measurement points  

• Max. temperature deviation: ~7ºC

HLTran - Test new ITEP tiles - 14/07/2014

Temp variation 7KMC

Scintillator HCAL Felix Sefkow    SiD workshop, 13.1.2015

New MPPCs

• Prototype from 
Hamamatsu 

• Tested at Mainz and 
Munich 

• Low inter-pixel cross-talk 
• Very low noise above 

threshold

6

DCR vs Threshold: 25 µm pixel 

17.12.2014 5 Yong Liu, CALICE AHCAL Meeting 2014 

MPPC 12571-025P 
1x1mm², 25µm pixel pitch 
Vop = 67.3 V (recommended) 
Temperature = 23.7 °C 
Characterized at MPI Munich 

DCR at 0.5 p.e. = 100 kHz 
Crosstalk Prob. = 23% 

No trenches 

1x1-25um LCT4 (Serial: 123) 
1x1mm², 25µm pixel pitch 
Temperature = 21.0 °C 
Characterized at PRISMA Detector Lab 

DCR at 0.5 p.e. = 21.8 kHz 
Crosstalk Prob. = ~0.05 % 

Trenches 

LCT-25µm prototype 
• ~14 V lower operational voltage 
• Promising low level of DCR and crosstalk probability 

Vop = 52.8 V 
(recommended) 

Vop = 67.3 V 
(recommended) 

Physics prototype: 
 DCR 2 MHz, XT 30%

N. van der Kolk    AHCAL main meeting   17.12.2014

New Hamamatsu MPPC - Dark count rate
• Count the signal above 

the trigger voltage for a 
fixed amount of time  

• The new Hamamatsu 
MPPC has a very low 
dark rate; a factor 5 
lower 

• Very low optical cross 
talk  

• Needed time interval of 
600 s to get entries at the 
3 p.e. level

2
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new MPPC

standard MPPC

Low-crosstalk MPPC prototypes 

• LCT MPPCs in ceramic package (within pins) 

16.12.2014 3 Yong Liu, CALICE AHCAL Meeting 2014 

1×1 mm² (50µm) 

1×1 mm² (25 µm) 

400 pixels 

1600 pixels 

2 samples by courtesy of  
Mr. Kramer in Hamamatsu  
GmbH 

1 sample by courtesy of 
Felix Sefkow 

Serial No.: LCT4-123 

Serial No.: LCT4-116 

DCR vs Threshold: 25 µm pixel 

17.12.2014 5 Yong Liu, CALICE AHCAL Meeting 2014 

MPPC 12571-025P 
1x1mm², 25µm pixel pitch 
Vop = 67.3 V (recommended) 
Temperature = 23.7 °C 
Characterized at MPI Munich 

DCR at 0.5 p.e. = 100 kHz 
Crosstalk Prob. = 23% 

No trenches 

1x1-25um LCT4 (Serial: 123) 
1x1mm², 25µm pixel pitch 
Temperature = 21.0 °C 
Characterized at PRISMA Detector Lab 

DCR at 0.5 p.e. = 21.8 kHz 
Crosstalk Prob. = ~0.05 % 

Trenches 

LCT-25µm prototype 
• ~14 V lower operational voltage 
• Promising low level of DCR and crosstalk probability 

Vop = 52.8 V 
(recommended) 

Vop = 67.3 V 
(recommended) 

Gain measurements using LED 

16.12.2014 7 Yong Liu, CALICE AHCAL Meeting 2014 

25µm pixel 50µm pixel 

Recommended: 52.8 V Recommended: 55.2 V 

Trenches Trenches 

25µm: QDC spectrum 50µm: QDC spectrum 

Typ. Gain: 
3.7 × 105 

Typ. Gain: 
1.6 × 106 

http://agenda.linearcollider.org/event/6389/session/5/contribution/78/material/slides/0.pdf
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FCAL: sensors and electronics
• Different radiation-hard materials under test  

(also for LHC upgrade) 

• Thorough comparison of  
silicon, GaAs, CVD diamond, sapphire 

• All show degraded performance, but are still usable 
after O(MGy) irradiation 

• 8-channel CMOS 130 nm chip for LumiCal read-out 
with front-end and ADC for each channel, data 
processing and serialisation to be submitted this year 

• Intentionally non-linear ADC for BeamCal under study 

• ADC resolution following energy dependence of 
sampling term

22

GaAs. Irradiation results. CCE

Results: CCE dropped to about 5% from ~50% after 1.5 MGy
this corresponds to signal size of about 2000 e-

No saturation, signal could be increased with bias voltage

19

K. Afanaciev, CLIC WS 15

New 8-channel front-end in CMOS 130 nm

CMOS 130 nm technology
• 8 channels
• Detector capacitance Cdet ≈ 5 ÷ 50pF
• CR-RC shaping with peaking time 

Tpeak ≈ 50 ns
• Variable gain:
• calibration mode - MIP sensitivity
• physics mode - input charge up to ~6 

pC
• Power pulsing
• Peak power consumption ~1.5 

mW/channel
• Pitch ~140 um
• Noise: ENC ~ 1000e– @10pF
• Crosstalk < 1%

Electronics for FCAL Detectors 7

A. Abusleme, LCWS 14

M.Idzik, CLIC WS 15

https://indico.cern.ch/event/336335/session/1/contribution/57/material/slides/0.pdf
http://agenda.linearcollider.org/event/6389/session/5/contribution/88/material/slides/0.pdf
https://indico.cern.ch/event/336335/session/1/contribution/56/material/slides/0.pdf
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FCAL: testbeam and simulation
• LumiCal testbeam in October 2014 with 4 layers to 

study electromagnetic shower development 

• Synchronisation with telescope successful, data 
analysis ongoing 

• Simulation of LumiCal response with 2x100μm silicon 
tracker layers in front 

• No significant degradation observed

23

  17

Reconstruction in LumiCal
2 cases:

● without tracking detector, air;

● with 2 layer of 100 μm thick Si.

θ_gen – θ_reco;

φ_gen – φ_reco;

E_reco;
θ, rad

φ, rad

Lucia Bortko   |   Optimization of the BeamCal Design   |  2014-10-9   |   Vinca Institute  Belgrad   |   Page  5/18 

Energy Deposition due to Beamstrahlung 

US 

RMS 

PS  

� Beamstrahlung (BS) pairs 
generated with Guinea Pig 
 
 
 

� Energy deposition (𝑬_𝒅𝒆𝒑) 
in BeamCal sensors from 
BS simulated with Geant4 

       → considered as a 
             Background 
 
 
 
� RMS of the averaged BG 
      → used for energy  
            threshold calculation 
 
 
 
𝑬𝒅𝒆𝒑  is the same, but  
𝑬𝒅𝒆𝒑/pad is different! 
 
 

 

Average 
10 BX 

Figures show sum of all layers 
 

Average 
10 BX 
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generated with Guinea Pig 
 
 
 

� Energy deposition (𝑬_𝒅𝒆𝒑) 
in BeamCal sensors from 
BS simulated with Geant4 

       → considered as a 
             Background 
 
 
 
� RMS of the averaged BG 
      → used for energy  
            threshold calculation 
 
 
 
𝑬𝒅𝒆𝒑  is the same, but  
𝑬𝒅𝒆𝒑/pad is different! 
 
 

 

Average 
10 BX 

Figures show sum of all layers 
 

Average 
10 BX • Optimisation of BeamCal 

design in simulation ongoing 

• Performance comparison of 
uniform and proportional 
sensor segmentation

O. Borysov, CLIC WS 15

L. Bortko, LCWS 14

https://indico.cern.ch/event/336335/session/1/contribution/55/material/slides/0.pdf
http://agenda.linearcollider.org/event/6389/session/5/contribution/89/material/slides/0.pdf


Conclusion



Calorimetry for Linear ColliderL. Masetti  - 04/03/15

Summary
• General detector designs presented in ILC TDR and CLIC CDR:  

highly-granular calorimeters for particle flow jet reconstruction  
to meet jet energy and di-jet mass resolution requirements 

• Many options being throughly tested for em, had and forward calorimeters 

• Physical prototypes with different absorbers, active materials and readout  
have undergone several testbeam campaigns 

• Performance meet requirements 

• Detailed comparison with hadronic interaction models in simulation  
In general not so good agreement 

• Strong involvement of many German institutes

25
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Outlook

26

• Technological prototypes in preparation 

• Large scale production challenging 

• Mechanical structures and services getting closer to final detector 

• First tests in recent testbeams 

• Design optimisation still ongoing 

• Driven by physics performance, but also by technological improvement,  
cost and mass production requirements 

• Convergence towards common system 

• Software and DAQ electronics harmonisation


