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• DKFZ (German Cancer Research center) is the largest 
biomedical research institute in Germany 

• In 2008, Professor Harald zur Hausen awarded the Nobel Prize 
in Medicine for discovering that human papillomaviruses 
(HPV) cause cervical cancer.   

• More than  70  divisions and research groups,  

• About 80 employees are working in the Bioinformatics 
division eilsLabs 

• About 20 employees are working in the data management 
team 
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ICGC - big data project 
ICGC Goal: To obtain a 
comprehensive description of 
genomic, transcriptomic and 
epigenomic changes in 50 
different tumor types and/or 
subtypes which are of clinical 
and societal importance across 
the globe.  
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1. PedBrainTumor: Coordinated at DKFZ (Lichter/Eils) 

– Pilocytic astrocytoma (most common pediatric brain tumor) 

– Medulloblastoma (most common malignant pediatric brain 
tumor)  

2. Prostate Cancer - Early Onset: Coordinated at DKFZ & University 
Hospital Hamburg (Sültmann / Sauter) 

3. Malignant Lymphoma: Coordinated at Univ. Kiel (Siebert), DKFZ 
responsible for data analysis and data management (Eils) 



The NGS data flood from 3 German ICGC projects 
Status end of 2014  

WGS* WES* RNAseq Mate-pair* WGBS* 

PedBrain-Medulloblastoma 599 53 174 232 62 

PedBrain-Astrocytoma 316 - 94 10 - 

Early Onset-Prostate  99 38 39 97 - 

Malignant Lymphoma 232 12 106 8 35 

Glioblastoma 101 10 29 8 

*Tumor and normal counted separately   

- only main data types shown 
 

- combined for all 3 ICGC projects 

PedBrain 

Prostate 

Lymphoma 

2010 2011 2012 2013 2014 



dkfz.hipo: Precision Oncology 
 

• Mission: Bringing Genome Sequencing to the Patient 
• Currently 50 projects selected including glioblastoma, pediatric cancers, 

CLL, sarcoma, gastric, colon, prostate, pancreatic, lung, breast and 
head/neck cancer 

• 2015 1500 pat. /year, 2016 2500 p. /y, 2017 3500 p. /y,  
• Goal: providing sequencing profile to each cancer patient (20.000 p.a.) 
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Goal: Genomic Cancer Medicine 



Inform INdividualized Therapy FOr Relapsed Malignancies in Childhood:  

250-300 cases for feasibilty study 



 

 

–NGS projects  

 

–Infrastructure, cloud 

 

–Pipelines and software 

 

 
 

NGS in personalized oncology 
Structure of the talk 



01.04.2015 Matthias Schlesner 11 

Genome Profiling Core Facility (GPCF) 

Equipment 
• 14 Illumina HiSeq 2000 / 2500 

• 2 Illumina MiSeq 

• 1 454 FLX 

• 2 HiSeq X, 8 more in 2015 (some 

old HiSeq will go...) 

 

 



Some Petabase 
numbers 

Sequencer are the data producer 

One Genome has roughly 3 Gbases 

3.000.000.000 Bases 

The standard coverage  

rate is 30x to 40x 

One sequenzed genome  

requires 100 GBases 

 



Some  
Petabyte  
numbers 
(science) 



X Ten technology 

• First cancer genome facility in WGS 

• Investment of 10 million Euros / Dollars requested 

• It‘s still research but 

• Closing gap betwenn clinical research and practice 

 

 

• 18.000 patients / year (30x) 

• 1,8 PB / year only raw data once 

• 36PB / year by experience 

• Disk space ~ 5-10 PB per year by expectation 



Analysis of big data 



Usable Computing Capacities Heidelberg Campus 

Cores 

Memory 

Storage: 4.500 TB 

Computing-Cores >6000 

Memory  >20TB 

Storage: 15.000 TB 

Glas Fibre 
Connection 

Cores  >6000 

Memory >20 TB 

Storage: 10.500 TB 









• Goals: 
– Characterization of  commonalities, differences 

of cancer types 
– Understand what’s going on 

in the 95% of the cancer genome 
that isn’t protein-coding 
– Non-coding RNAs 
– Regulatory elements 
– Amplifications/deletions & 

other structural changes 
 

• Resources: 
– >2500 whole genome tumor/normal pairs 

from ICGC and TCGA 
– 15 working groups 
– 130 research subprojects 

 

Cloud approaches 
The PanCancer Project 

 



Phase II: Synchronize Alignments & 
Mutation Calls 

University of Chicago 

Bionimbus Protected Data 

Cloud 

DKFZ, Heidelberg Barcelona 

Supercomputer 

Center 

European Bioinformatics 

Institute, Hinxton UK 

IMSUT+RIKEN, 

Tokyo 

ETRI, 

Seoul 

Aligned Reads (500 TB) 

Mutation Calls (10 TB) 



University of Chicago 

Bionimbus Protected 

Data Cloud 

DKFZ, Heidelberg Barcelona 

Supercomputer 

Center 

European Bioinformatics 

Institute, Hinxton UK 

IMSUT+RIKEN, 

Tokyo 

ETRI, 

Seoul 

ICGC Researchers and Working Groups 

Cloud Approach 

PanCancer 



The ICGC Pan-Cancer Project: 
Participation of eilslabs / DKFZ 

Variant Calling Pipelines  

Data and Computing Centers 

Bionimbus ETRI 

Genomes (top 3 centers) 

Co-Lead of ICGC Pan-Cancer Working Groups 
 

• Pathogens in cancer (R. Eils, P. Lichter, DKFZ and Xiaoping Su, MD 
Anderson) 

• Integration of epigenome and genome (B. Brors, C. Plass, DKFZ, and 
Peter Laird, USC) 



 

Cloud Approach de.NBI 



Data flow at DKFZ 
Major projects 

PanCancer 

DKTK DKFZ-HIPO 

NCT POP 

de.NBI 
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Aspera 

Processing 

Alignment & Merging 

Receiving 

NGS fastq data 

Providing 

Structured data 

Sequence centers in Germany 
 
 

GPCF 
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OTP: Central research platform 

OTP Project 
organization 

All QC-criteria 

All processes / 
interventions 
are book-kept 

Job 
monitoring 

Visualization 

Method and Technology Development  



• Processing frameworks for huge NGS projects: 

– Project organization 

– To speed-up: All routine jobs run automatically 

– No more manual shell scripts 

– Alignment and QC done by pushing a buttom 

– Automatic information when a process was broken 

OTP: processing framework 



G
en

o
m

ic v
arian

ts 
W

h
o

le g
en

o
m

e 

R
aw

 d
ata 

4
8

 h
 

Alignment 

S
N

V
 c

a
llin

g
 

In
d

e
l c

a
llin

g
 

S
V

 c
a

llin
g

 

C
N

A
 c

a
llin

g
 

Processing of NGS data 

• processing of 30x whole genome from raw data 
to variant calls in < 48 h 

 

 

• accelerated by: 
– streamlined process (e.g. merge + mark duplicates 

in one step) 

– use of pipes to avoid I/O (input/output: here writing 
to / reading from disks) 

– hardware-accelerated alignment (Convey) 

Variants Tool 

SNVs DKFZ SNV pipeline 

Small Indels Platypus pipeline 
(Rimmer et al.) 

CNVs ICGC ACEseq  



Example of acceleration : Convey HC-2 

FPGA-based Co-Processor  
(4 x  Xilinx Virtex 5/6) 

• Implemented in hardware on coprocessor FPGAs 
• 64 alignment units with 32-stage pipeline = 2048 simultaneous alignment operations 

• 20x speed-up compared to alignment with 8 cores 

• saves 800 CPU-hours per whole genome pair (tumor + control) 
• reduces start-to-end-time of QC-pipeline from 62 hours to 38 hours on average 

BWA Personality 



Overview about projects, samples 
Organizational issues 

• Typical obvious questions: 
– Which sequencing type was done on my sample? 

– Was the sequencing deep enough, how big is the coverage? 

– Where is my smaple actually processed? 

– Where is my data? 

– What‘s going on? 

– What are the results of my NGS experiment? 

 



More important issues 

• Typical not obvious questions: 
– Who has the permission to distribute the data? 

– Who can be asked? 

– Whom has the data given at which time? 

– Has person xyz inhouse the permission to access the data? 

– Who is responsible: the coordinator, the PI, the Professor  

– Is sequencing data personalized data? 

 

• These aspects are often underestimated 

• => Big or many projects lead to communication stress 

• => Data privacy, policies and ethic rules 
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