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COSYNA Data Path

• All in-situ data are imported into an Oracle 11g database. 

• All multi-dimension data (satellite, radar, model) are stored as 
netCDF-files in the filesystem 

• the community standard netCDF stands for "network Common Data 
Format".



Volume of data

• Most time-series at fixed position are 10-minute averages 
leading to 1 MB per observed property per year. A platform could 
have up to 50 observed properties and may last up to 20 years. 

• Moving platforms measure normally with a higher frequency 
giving a factor 10-100. 

• Satellite data are gridded and give about 50 MB per scene (day) 
as netcdf. The original ESA data have a volume of 70 TB. 

• HF radar measure every 20 minutes 1 MB giving 70 MB a day. 

• A 3-dimensional circulation model of the German Bight with 1 
hour time resolution, 1 km spatial resolution and 20 depth levels 
gives 400 MB a day. 

• The total volume of COSYNA data with oldest data from 1991 
are 800 GB for the database and 3 TB netcdf.
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Variety of data

• Observation data are ranging from fixed point measurements 
via measurements of moving platforms in 2 or 3 dimensions 
to remote sensing observations of bigger areas. 

• Most observations are in-situ and in realtime. Every 
observation is unique. Observations which are not stored or 
archived are lost forever. 

• Interesting time scales and effects are ranging from decades 
(anthropogenic effects) to seconds (turbulence) and 
everything between.
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Metadata

• In Earth and environment the most important metadata are 
the answers for the questions: What, when, where, who. 

• Common metadata standards are ISO19115 with up to 400 
parameters (20 core parameters) and the EU directive 
INSPIRE (Infrastructure for Spatial Information in the 
European Community) 

• 2 types of metadata exist in COSYNA: 

‣ One type describing models or platforms, sensors and observed properties 
(parameters). This type is manually created. 

‣ One type describing data or model runs. This type is standardised and is 
automatically created using Java code. 

• COSYNA metadata describing data are ISO19115 compliant 
and INSPIRE compliant as well. 

http://de.wikipedia.org/wiki/Infrastructure_for_Spatial_Information_in_the_European_Community


Standardisation

• In 1994 originated the Open Geospatial Consortium as 
Open GIS Consortium (OGC) with members like ESRI, 
Google, Microsoft, IBM as well as MIT, NASA, ESA. The 
scope is standardisation in Geodata. 

• The OGC defined a lot of web services. Most OGC web 
services are implemented as Open Source software. 

• The standardisation of parameters (observed properties) 
names is crucial for earth observing systems. COSYNA uses 
the CF (Climate and Forecast) standard names. 

• When biological parameters (species) are used an Ontology 
system is needed to map different names and languages.
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OGC Web Services

• Web Map Service (WMS): Service to create maps from 
Geodata (vector and raster, like maps in Google maps). 
COSYNA uses ncWMS for maps from netcdf files and self 
developed Java servlets for maps from moving platforms. 

• Web Feature Service (WFS): Service to give infos about 
features (A feature can be a photo at a specific location). In 
COSYNA we have the feature types platform and geodata. 

• Catalog Service for the Web (CSW): Service to retrieve 
catalog information or to write new catalog information. 

• Sensor Observation Service (SOS): Specialised WFS for 
observation data from sensors. In COSYNA mainly used as 
download service for data from the database. 

• Web Processing Service (WPS): Service to process input 
data. In COSYNA used e.g. to format xml-output as table.
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CODM Architecture
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CODM: The COSYNA Data Portal

• CODM gives the opportunity to request a time range, a 
spatial bounding box and an observed property. 

• The response are all data fulfilling this request. 

• The user could select some or all of the data. 

• The user can visualise the data as map or as plots or she/he 
can download the selected data. 

• Only 3 clicks are needed to get the data.
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Data Quality, - Level and - Policy

• COSYNA defines 5 data levels ranging from raw data level 0 (mV from 
sensor) to level 4 for a peer reviewed data publication in a data journal. 
The data in the COSYNA data portal have data level 3 (geo referenced, 
automatic quality checks, units, ...) 

• In data level 3 all data have a quality flag. The quality flag scheme is a 
community standard defined in the project SeaDataNet. 

‣ QF=0: No quality control yet 

‣ QF=1: Good data, all defined tests for this parameter are passed and a data curator checked 
consistency 

‣ QF=2: Probably good data, all checks applied so far are passed 

‣ QF=3: Probably bad data, some checks failed, data have the potential to get corrected 

‣ QF=4: Bad data 

• The final quality control will be made by a data curator who checks the 
consistency of the data in the context of related parameters. In future every 
data point will get an additional accuracy value beside the quality flag. 

• COSYNA has an open data policy. All data are free. The use for 
commercial purposes should be requested. As major part of a publication a 
co-authorship should be provided to the COSYNA PIs.



Some Examples

• All examples are direct results of operating the data portal 

1. An Algal bloom from spring 2008 detected by Meris on 
Envisat compared to Ferrybox fluorescence measurements. 

2. Results of the prognostic wave model WAM as map and as 
a time-series compared to the results of wave rider buoy 
measurements for the storm Alexandra late 2014. 

3. Global salinity distribution from the Ferrybox on the research 
vessel Polarstern. Data are from 4 campaigns from 2009 to 
2010.
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Algal Bloom April 2008
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Comparison WAM with wave rider buoy Elbe for storm Alexandra 



Salinity Maps from Polarstern Ferrybox



HGF Cooperation for Data Management

• AWI, Geomar and HZG are HGF centres dealing with marine 
data, AWI and HZG within the program PACES  (Polar Regions 
and Coasts in a Changing Earth System) and Geomar with the 
program OCEANS. 

• The HGF senate requested a deeper cooperation between 
PACES and OCEANS especially in the field of data management. 

• Such a cooperation started with the aim of a coordinated data 
management among this centres. 

• In COSYNA the 3 centres are partners. The COSYNA data 
management is an example of such a cooperation. 

• The MaNIDA (Marine Network for Information and Data Access) 
project focuses on a coordinated data management. The marine 
HGF centres AWI, Geomar and HZG are prominent members of 
MaNIDA.



MaNIDA

• MaNIDA partners beside AWI, Geomar and HZG are: BSH 
(Bundesamt für Seeschifffahrt und Hydrographie), MARUM 
Bremen, ICBM Oldenburg, CAU Kiel, University Hamburg. 

• MaNIDA developed the "Data Portal German Marine 
Research" to access data from different sources of the 
parners. 

• Another objective of MaNIDA is the development of a data 
management workflow for all German research vessels to 
make most data especially underway data reusable for the 
community. 

• The MaNIDA financial support ended in January. MaNIDA 
tasks are continued within the program PACES.



Vision for Geodata

• A 5-dimensional geodata cloud of mostly all observed 
Geodata with the 3 space dimensions, one time 
dimension and one dimension for the observed property 
(e.g. temperature ...) 

• Beside the observed value of the property the cloud 
should imply the accuracy of the value, the originator, a 
link to metadata and some more information. 

• A first step towards this vision is the MaNIDA direct data 
access. Selecting a time and location region and one of 
3 observed properties a user gets all fulfilling data from 
PANGAEA (AWI, MARUM), DOD (BSH), and COSYNA 
(HZG).
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Conclusion

• Observed Geodata are no classical Big Volume Data. Only 
remote sensing data have the capability of big volumes in 
the future. 

• All Geodata observations which are not archived are lost 
forever. They could be reproduced only in very rare cases. 

• Fast access to observed Geodata is needed to get 
informations for forecasts as soon as possible. 

• Observations should be homogenous and back dating as 
much as possible for comparison with models and to see 
long term trends. 

• The comprehensive access to very different types of 
observations and to get a synoptic view is a challenge for 
the data management. 



Thank you


