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Introduction 

•  Measure the inelastic proton-proton cross section at √s = 13 TeV, in the 
largest possible phase space that is experimentally accessible 
 

•  Extrapolate this measurement to the total inelastic phase space domain 
 
 
 
 
 
 
 

•  Important basic QCD measurement 
 è Crucial to model pile-up 

 
•  Challenging to measure precisely 

 è requires good calibration of luminosity 
 è extrapolation leads to significant model dependences 

 
•  Aim of CMS: measure inelastic cross section in two detector acceptances 

 è go more forward and gain information on relative increase  
 è reduce extrapolation uncertainty  
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where we assumed that we are working in the large s limit and masses can be neglected.
The total cross section of a process, e.g. a proton-proton collision, exists out of di↵erent
components that correspond to di↵erent types of scattering. The first two physically
distinguishable types are elastic and inelastic scattering:

�tot(s) = �el(s) + �inel(s). (1.26)

Elastic scatterings consist of all interactions of the type A(pA)+B(pB) ! A(p0A)+B(p0B).
The only exchanged quantity is thus momentum, and the particles do not break up.
Inelastic scatterings cover everything else: A+ B ! X where X 6= AB can be anything.
The particles thus break up, exchange one or more quantum numbers and produce a
system X. If A and B are made out of constituent particles (e.g. protons), inelastic
scatterings can in turn be divided into di↵erent types:

�inel(s) = �sd(s) + �dd(s) + �cd(s) + �nd(s). (1.27)

Here �sd, �dd and �cd are the cross sections of di↵ractive topologies. This is a qualitative
classification that is usually based on whether the final state resembles the decay of an
excitation of the incoming particles, or upon the presence of a large rapidity gap (�y) in
the final state that is a region in phase space where no particles are produced, and would
thus separate such excitations. In addition, there are several types of di↵ractive events: a)
single di↵ractive dissociation (SD) in which only one incoming particle gets excited and
the other survives, b) double di↵ractive dissociation (DD) where both incoming particles
get excited and do not survive the interaction, and c) central di↵raction (CD) where both
incoming particles survive, but leave an excited system in the central region between
them. The latter type is sometimes called central exclusive production. The last type,
�nd, represents the nondi↵ractive inelastic scatterings in which the incoming particles do
not survive the interaction, and produce a final state in which no large rapidity gaps are
present. This latter type of events will be subject to the measurement performed in this
work. A last type of classification made distinguishes between inclusive and exclusive
cross sections (or events). The inclusive cross section takes all the possible final states
of a particle collision into account, while an exclusive cross section only represents the
production of a specific final state that one is interested in (e.g. production of a Higgs
boson).

More detailed information about the kinematics and cross sections of fundamental
interactions can be found in the used references [12, 14, 15].
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State of the art 

•  Overview of existing results:  

extracted and applied as a function of the T2 track multi-
plicity and affects only the 1h category. The systematic
uncertainty is estimated to be 0.45% which corresponds
to the maximal variation of the background that gives a
compatible fraction of 1h events (trigger and pileup cor-
rected) in the two samples.

Trigger efficiency: This correction is estimated from the
zero-bias triggered events. It is extracted and applied as a
function of the T2 track multiplicity, being significant
for events with only one track and rapidly decreasing to
zero for five or more tracks. The systematic uncertainty is
evaluated comparing the trigger performances with and
without the requirement of having a track pointing to the
vertex and comparing the overall rate correction in the two
samples.

Pileup: This correction factor is determined from the
zero-bias triggered events: the probability to have a bunch
crossing with tracks in T2 is 0.05–0.06 from which the
probability of having n ! 2 inelastic collisions with tracks
in T2 in the same bunch crossing is derived. The systematic
uncertainty is assessed from the variation, within the same
data set, of the probability to have a bunch crossing with
tracks in T2 and from the uncertainty due to the T2 event
reconstruction efficiency.

Reconstruction efficiency: This correction is estimated
using Monte Carlo generators (PYTHIA8 [13], QGSJET-
II-03 [14]) tuned with data to reproduce the measured
fraction of 1h events which is equal to 0:216" 0:007.
The systematic uncertainty is assumed to be half of the
correction: as it mainly depends on the fraction of events
with only neutral particles in T2, it accounts for variations
between the different Monte Carlo generators.

T1 only: This correction takes into account the amount
of events with no final state particles in T2 but one or
more tracks in T1. The uncertainty is the precision with
which this correction can be calculated from the zero-bias
sample plus the uncertainty of the T1 reconstruction
efficiency.

Internal gap covering T2: This correction takes into
account the events which could have a rapidity gap fully
covering the T2 ! range and no tracks in T1. It is estimated
from data, measuring the probability of having a gap in T1

and transferring it to the T2 region. The uncertainty takes
into account the different conditions (average charged
multiplicity, pT threshold, gap size, and surrounding
material) between the two detectors.
Central diffraction: This correction takes into account

events with all final state particles outside the T1 and T2
pseudorapidity acceptance and it is determined from simu-
lations based on the PHOJET and MBR event generators
[15,16]. Since the cross section is unknown and the uncer-
tainties are large, no correction is applied to the inelastic
rate but an upper limit of 0.25 mb is taken as an additional
source of systematic uncertainty.
Low mass diffraction: The T2 acceptance edge at j!j ¼

6:5 corresponds approximately to diffractive masses of
3.6 GeV (at 50% efficiency). The contribution of events
with all final state particles at j!j> 6:5 is estimated with
QGSJET-II-03 after tuning the Monte Carlo prediction with

TABLE IV. Summary of the measured cross sections with detailed uncertainty composition.
The " uncertainty follows from the COMPETE preferred-model " extrapolation error of
"0:007. The right-most column gives the full systematic uncertainty, combined in quadrature
and considering the correlations between the contributions.

Systematic uncertainty

Quantity Value el. t-dep el. norm inel " ) full

#tot (mb) 101.7 "1:8 "1:4 "1:9 "0:2 ) "2:9
#inel (mb) 74.7 "1:2 "0:6 "0:9 "0:1 ) "1:7
#el (mb) 27.1 "0:5 "0:7 "1:0 "0:1 ) "1:4
#el=#inel (%) 36.2 "0:2 "0:7 "0:9 ) "1:1
#el=#tot (%) 26.6 "0:1 "0:4 "0:5 ) "0:6

FIG. 1 (color). Compilation [8,20–24] of the total (#tot), in-
elastic (#inel) and elastic (#el) cross-section measurements: the
TOTEM measurements described in this Letter are highlighted.
The continuous black lines (lower for pp, upper for !pp) repre-
sent the best fits of the total cross-section data by the COMPETE
collaboration [19]. The dashed line results from a fit of the
elastic scattering data. The dash-dotted lines refer to the inelastic
cross section and are obtained as the difference between the
continuous and dashed fits.

PRL 111, 012001 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending
5 JULY 2013

012001-4

[PRL 111, 012001 (2013)] 

At 7 TeV, measurements of ALICE, ATLAS, 
CMS, LHCb available: 
σinel  ranges from 66.9 to 72.7 mb, 
with total uncertainties up until ±7.3 mb 
 
Most precise measurements from TOTEM (with optical theorem)  
7 TeV: σinel =  73.5 ± 1.9 mb 
8 TeV: σinel =  74.7 ± 1.7 mb 
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13 TeV preliminary ATLAS result:  
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                 ± 3.8 (ext.) mb 
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•  Count events with an energy deposit above threshold 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

•  Extrapolate to total inelastic phase space domain 
è purely model driven… 

Analysis strategy 

4 5 Extraction of the visible inelastic cross section

5 Extraction of the visible inelastic cross section113

In order to compare to theoretical predictions, the data are corrected for various detector ef-114

fects, including the event selection efficiency and the resolution on the energy measurement.115

Corrected results are obtained by means of a simulation of the CMS detector based on GEANT4116

[32, 33].117

The event selection criteria at the detector level are chosen to select a sample of inelastic events118

in the largest possible phase space domain. However, some low-mass diffractive dissocation119

events will escape the detector acceptance and will not be included in the selected inelastic120

event sample. Adapting the selected phase space to the detector acceptance results in a smaller121

correction of the data, and thus also in a smaller model dependence of the correction factors.122

A precise definition of the phase space, at the level of generated stable particles, for which123

corrected results are presented is obtained as follows.124

The collection of stable final-state particles (proper lifetime ct > 1 cm) is divided into two
systems, X and Y, based on the mean rapidity of the two particles separated by the largest
rapidity gap in the event. All particles on the negative side of the largest gap are assigned to
the system X, while the particles on the positive side are assigned to the system Y. The invariant
masses, MX and MY, of each system are calculated by using the four-momenta of the individual
particles; their ratios to the squared centre-of-mass energy, xX and xY, are defined as:

xX =
M2

X
s

, xY =
M2

Y
s

. (4)

For convenience, x can be defined by x = max(xX, xY). These Lorentz-invariant variables are125

well-defined for any type of events. In the case of diffractive dissociation events, they are126

related to the size of the rapidity gap via Dy ' ln 1/x.127

The phase space for the visibile inelastic event samples can then be quantified at the stable-128

particle level by appropriate limits on xX and xY. These acceptance limits are obtained from a129

dedicated study based on the hadronic interaction models mentioned in Section 3 using fully130

simulated events. An inelastic event is selected at the stable-particle level if x > 10�6 for131

the phase space corresponding the offline selection based on the HF calorimeter alone, and,132

because the CASTOR calorimeter allows to decrease the x limit on one side, if xX > 10�7 or133

xY > 10�6 when the HF and CASTOR calorimeters are combined.134

The relation between the stable-particle level phase space definition and the detector-level off-135

line selection can be quantified by efficiency and contamination factors. The efficiency, e

x

, is136

defined as the fraction of selected stable-particle level events that fulfill the detector-level offline137

selection criteria, while the contamination, b
x

, is defined as the fraction of detector-level offline138

selected events that are not part of the considered stable-particle level phase space domain.139

Finally, the fully corrected cross section is calculated as

s =
Nint(1 � b

x

)

e

x

R
L dt

, (5)

and is given in Table 1. The luminosity of the B = 0 T runs has been rescaled in order to yield140

the same cross section for x > 10�6 as measured in the B = 3.8 T runs, thereby profiting from141

the more accurate luminosity determination for the latter runs.142

Number of events 
above threshold 

Data driven correction  
for noise and pile-up 

Integrated luminosity 
Correction to particle level 
(efficiency ε and contamination b) 
from Monte Carlo simulations 
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HF and CASTOR calorimeters 

•  HF: 
- 18 iron φ wedges, long+short quartz fibres 
- at both sides of CMS: HF- and HF+ 
- used acceptance: 3.152 < |η| < 5.205 
- Energy scale known to ±10% 
 

•  CASTOR: 
- 16 φ sectors, 14 z-modules, tungsten/quartz plates 
- only minus side of CMS, acceptance: -6.6 < η < -5.2 
- Energy scale: ±15%, alignment: ±2 mm 

Pierre Van Mechelen - Universiteit Antwerpen /99

Detectors
• HF 

‣ 18 iron φ-wedges, quartz fibres (long+short) 
‣ both sides of CMS: HF− and HF+ 
‣ 3.0 < |η| < 5.2, but…  

lowest η-rings not used → 3.152 < |η| < 5.205 
(one ring lies in the shadow of HE, the other 
ring was noisy) 

‣ Energy scale known to ±10% 
• CASTOR 

‣ 16 φ-sectors, tungsten absorber and quartz 
scintillator plates 

‣ only on minus side of CMS 
‣ -6.6 < η < -5.2 
‣ Energy scale known to ±17% 
‣ Alignment know to ±2 mm 
‣ CASTOR was only present  

during B = 0 T runs 

4

HF φ-wedge

CASTOR 2008 JINST 3 S08004

Figure 5.29: a) Transverse segmentation of the HF towers. b) An expanded view of the wedge
shows the squared out groove holding the radioactive source tube.

Table 5.8: The tower sizes, number of fibres, bundle sizes and the percentage of photocathode area
utilized are listed below for each tower. The air-core light guides are tapered to better match the
photocathode area for towers 1, 2 and 3.

Ring No (rin,rout) Dh Df Nfib Abundle
Abundle

Aphotocathode

[mm] [degree] [mm2]
1 (1162–1300) 0.111 10 594 551 1.14
2 (975–1162) 0.175 10 696 652 1.33
3 (818–975) 0.175 10 491 469 0.96
4 (686–818) 0.175 10 346 324 0.66
5 (576–686) 0.175 10 242 231 0.47
6 (483–576) 0.175 10 171 167 0.34
7 (406–483) 0.175 10 120 120 0.25
8 (340–406) 0.175 10 85 88 0.18
9 (286–340) 0.175 10 59 63 0.13
10 (240–286) 0.175 10 41 46 0.94
11 (201–240) 0.175 10 30 35 0.71
12 (169–201) 0.175 20 42 52 0.11
13 (125–169) 0.300 20 45 50 0.10

– 148 –
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Data and event selection 

•  Low pile-up (5 % - 50 %) √s = 13 TeV data samples from LHC RunII taken in 
2015 at B = 0 T and 3.8 T during several run periods 

•  CMS data acquisition was triggered by the presence of both beams in the 
interaction point (ZeroBias) 
 

•  Events selected offline in two different detector acceptances: 
 
 
 
 
 
 

•  Selected number of inelastic events is corrected for the contribution of noise: 
 
 
 
 
 

•  Resulting purities (Ncor/(NZB × FZB)) of 98.5 – 99.3 %   

At least one HF tower above a 
threshold of 5 GeV 

(HF OR) 

At least one HF or CASTOR tower 
above a threshold of 5 GeV 

(HF OR CASTOR) 

Ncor = NZB[(FZB − FEB) + FEB(FZB − FEB)] 

NZB = number of ZeroBias triggered events; FZB = fraction of ZeroBias triggered events above threshold 
FEB = fraction of no-beam triggered events above threshold; Ncor = corrected number of events  
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Data driven pile-up correction 

•  The observed number of proton-proton collisions per bunch crossing (n) 
follows a Poisson distribution, P(n, λ), with the average value λ 
 

•  Probability to have no interaction in a ZeroBias sample: 
 
 
 

•  Determine mean number of inelastic collisions per bunch crossing: 
 
 
 

•  Derive pile-up correction factor: 
 
 
 
 

•  This correction is applied per colliding bunch 
•  The total reconstructed number of interactions, corrected for the contributions 

of noise and pileup, is then given by: 

4.2 Correction for noise and pileup 3

The measurement of the integrated luminosity for the B = 3.8 T data is based on the pixel87

tracker and has been calibrated by means of a dedicated analysis of Van der Meer scans [10]88

with an accuracy of 2.7%. The luminosity measurement for the B = 0 T data sample is obtained89

with either the HF or BCM1F detector and is less accurate, with an uncertainty of 12%. Note90

that the final cross section measurement only makes use of the luminosity determination for91

the B = 3.8 T sample by comparing the corrected cross sections obtained with the B = 0 T and92

B = 3.8 T runs in equal phase space domains.93

The CMS data acquisition was triggered by the presence of both beams in the interaction point94

(“ZeroBias”). Additional samples with only one beam (“SingleBunch”) or no beams present95

(“EmptyBunch”) were collected to study beam-gas, electronic noise, and other backgrounds.96

These triggers were found to be fully efficient.97

A first sample of inelastic events is then selected offline by requiring an energy deposit above98

5 GeV in any of the two HF calorimeters. This threshold was optimised by studying detector99

noise in events without beam.100

The presence of the CASTOR calorimeter in the B = 0 T data sample allows a larger coverage of101

the phase space for inelastic pp collisions. The analysis is therefore extended with the B = 0 T102

data to include events selected with CASTOR. In this case, inelastic events are selected offline103

by requiring either an energy deposit above 5 GeV in any of the two HF calorimeters or an104

energy deposit above 5 GeV in CASTOR.105

4.2 Correction for noise and pileup106

The selected number of inelastic events is corrected for the contribution of noise. With NZB and
NEB the number of events triggered by the ZeroBias and EmptyBunch triggers, and FZB and FEB
their fraction of events selected offline, the corrected number of interactions,

Ncor = NZB[(FZB � FEB) + FEB(FZB � FEB)], (1)

is obtained. In this equation, the second term on the right-hand side is a first order correction107

for signal events overlayed with noise. Corrections of higher order in FEB are found to be108

negligible. Table 1 includes an overview of the purity (Ncor/(NZB ⇥ FZB)) found in the various109

runs.110

The reconstructed number of events is further corrected for the effect of pileup. The ob-
served number of proton-proton collisions per bunch crossing, n, follows a Poisson distribu-
tion, P(n, l), with the average value l. The probability to have no interaction is then P(0, l) ⌘
exp(�l) = 1 � Ncor/NZB, which allows to determine l from the data. With this information it
is possible to correct the inelastic event count using the factor

fpu =
Â•

n=0 nP(n, l)

Â•
n=1 P(n, l)

=
l

1 � P(0, l)
, (2)

The values of l in the studied runs range from 5% to 50% and are given in Table 1. The actual
pileup correction is applied bunch by bunch. The total reconstructed number of interactions,
corrected for the contributions of noise and pileup, is then given by

Nint = Â
bunches

Nb
cor ⇥ f b

pu. (3)

with the number of noise-corrected events Nb
cor and pileup correction factors f b

pu calculated for111

individual bunches.112
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Pierre Van Mechelen - Universiteit Antwerpen /99

Correction for pileup
• Data driven pileup correction 

‣ Probability for no interaction in ZeroBias sample 

‣ Mean number of inelastic collisions per bunch crossing 

‣ Pileup correction factor 

‣ Correction applied bunch by bunch

10

N
int

=
X

bunches

Nb

cor

⇥ fb

pu

P (0,�) = 1� r, r =
N

cor

N
ZB

P (0,�) = exp(��), ) � = � ln(1� r)

fpu =

P1
n=0 nP (n,�)P1
n=1 P (n,�)

=
�

1� P (0,�)

Pierre Van Mechelen - Universiteit Antwerpen /99
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Correction to particle level 

•  Definition of visible phase space domain: 
- split final state into systems X (negative side) and Y (positive side)  
  separated by the largest rapidity gap 
- calculate invariant masses MX and MY, and use: 
 
 
 

•  Event inside detector acceptance if ξX or ξY large enough 
è go as forward as possible to tag lowest diffractive dissociation masses 

Pierre Van Mechelen - Universiteit Antwerpen /99

Particle-level correction
• What kind of events are selected? 

‣ Nondiffractive: almost all 
‣ Single diffractive: only if 

dissociation mass is large enough 
to reach the forward detectors 

‣ Double diffractive: only if one of 
the dissociation masses is large 
enough

13

X

Y

• Particle-level definition of visible phase space 
‣ Split final state by largest rapidity gap into X (on the minus side) and Y 

(on the plus side) 
- nondiffractive events: largest gap is small and randomly located 
- diffractive events: largest gap separates the dissociation systems 

‣ Calculate invariant masses MX, MY 

‣ Event falls inside detector acceptance if ξX or ξY is large enough

⇠X =

M2
X

s
, ⇠Y =

M2
Y

s
, ⇠ = max(⇠X, ⇠Y)
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X

Y

• Particle-level definition of visible phase space 
‣ Split final state by largest rapidity gap into X (on the minus side) and Y 

(on the plus side) 
- nondiffractive events: largest gap is small and randomly located 
- diffractive events: largest gap separates the dissociation systems 

‣ Calculate invariant masses MX, MY 

‣ Event falls inside detector acceptance if ξX or ξY is large enough

⇠X =

M2
X

s
, ⇠Y =

M2
Y

s
, ⇠ = max(⇠X, ⇠Y)

X 

Non-diffractive events:  
- largest gap is small  
- randomly located  
 

diffractive events:  
largest gap separates  
the dissociation systems  
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Correction to particle level 

•  Definition of visible phase space domain: 
- split final state into systems X (negative side) and Y (positive side)  
  separated by the largest rapidity gap 
- calculate invariant masses MX and MY, and use: 
 
 
 

•  Acceptance limits are obtained from a dedicated study using fully simulated 
events from various Monte Carlo event generators 
 

•  Relation between stable-particle level phase space definition and detector-
level offline selection is quantified by efficiency and contamination factors. 
 
 - Efficiency (εξ) = fraction of selected stable-particle level events  
                           that pass offline detector-level selection 
 - Contamination (bξ) = fraction of offline detector-level selected events that are not  
                                   part of the considered stable-particle level phase space domain 
 

•  Optimal acceptances: 
HF OR è ξ > 10-6 
HF OR CASTOR è ξX > 10-7 or ξY > 10-6 è MX > 4.1 GeV or MY > 13 GeV 

Pierre Van Mechelen - Universiteit Antwerpen /99

Particle-level correction
• What kind of events are selected? 

‣ Nondiffractive: almost all 
‣ Single diffractive: only if 

dissociation mass is large enough 
to reach the forward detectors 

‣ Double diffractive: only if one of 
the dissociation masses is large 
enough

13

X

Y

• Particle-level definition of visible phase space 
‣ Split final state by largest rapidity gap into X (on the minus side) and Y 

(on the plus side) 
- nondiffractive events: largest gap is small and randomly located 
- diffractive events: largest gap separates the dissociation systems 

‣ Calculate invariant masses MX, MY 

‣ Event falls inside detector acceptance if ξX or ξY is large enough

⇠X =

M2
X

s
, ⇠Y =

M2
Y

s
, ⇠ = max(⇠X, ⇠Y)



10 

Systematic uncertainties 

•  Model dependence of correction factors (efficiency, purity) 
•  HF and CASTOR energy scale uncertainties  

è change HF (CASTOR) response in simulation by ±10% (±15%) 
•  CASTOR alignment: vary measured position within uncertainty in simulation 
•  Run-to-run variation 

 
 
 
 
 
 
 
 
 
 

•  Luminosity: 
The Pixel Cluster Counting method is used and the absolute luminosity scale 
calibration is derived from an analysis of Van der Meer Scans performed in 
August 2015  

 è known to 2.7% uncertainty for B = 3.8 T runs [CMS-PAS-LUM-15-001] 
 è known to 2.9% uncertainty for B = 0 T runs 

6 8 Summary

s(x > 10�6) s(xX > 10�7 or xY > 10�6)
(mb) (mb)

Model dependence 0.66 0.38
HF energy scale uncertainty 0.34 0.13
CASTOR energy scale uncertainty - 0.04
CASTOR alignment - 0.03
Run-to-run variation 0.15 0.14
Total 0.76 0.44
Luminosity 1.78 1.96

Table 2: Overview of systematic uncertainties from various sources.

Table 2 gives an overview of the systematic uncertainties on the cross section estimated for170

various sources.171

7 Results172

The fully corrected cross sections in phase space domains corresponding to the detector accep-
tance are given in Table 1. Taking the average, weighted by the statistical uncertainties, of the
results obtained with the HF calorimeter only from the different B = 3.8 T runs yields

s(x > 10�6) = 65.77 ± 0.03 (stat.)± 0.76 (sys.)± 1.78 (lum.) mb. (6)

This can be compared to the cross section reported by ATLAS for inelastic pp collisions at173

13 TeV with x > 10�6 of 65.2 ± 0.8 (exp.)± 5.9 (lum.) mb [8].174

Averaging the cross sections measured with the HF and CASTOR calorimeters in the extended
phase space domain yields

s(xX > 10�7 or xY > 10�6) = 66.85 ± 0.06 (stat.)± 0.44 (sys.)± 1.96 (lum.) mb. (7)

Figure 1 shows the measured and corrected cross sections in the two phase space domains175

compared to the predictions of the various models used in this analysis. The top panel shows176

the absolute cross section, while the bottom panel shows the cross sections normalised to the177

measurement for x > 10�6. Most models describe the increase from x > 10�6 to xX > 10�7 or178

xY > 10�6 observed in data reasonably well, but all models predict an absolute cross section179

that is too high.180

Model-dependent extrapolations factors from the measured phase space domain to the full
inelastic phase space are obtained and presented in Table 3. Taking the average extrapolation
factor, the following total inelastic cross section is obtained:

sinel = 71.26 ± 0.06 (stat.)± 0.47 (sys.)± 2.09 (lum.)± 2.72 (ext.) mb, (8)

where the maximal difference between model extrapolation factors is taken as extrapolation181

uncertainty. This last number can be compared to the result by the ATLAS collaboration: sinel =182

73.1 ± 0.9 (exp.)± 6.6 (lum.)± 3.8 (ext.) mb [8].183

8 Summary184

A measurement of the inelastic cross section for proton-proton collisons at
p

s = 13 TeV185

obtained with the CMS detector at the LHC has been presented. A visible cross section of186
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Measured inelastic cross sections at 13 TeV 

•  Fully corrected cross section HF OR: 
 
 
 

•  Fully corrected cross section HF OR CASTOR: 

)-6 > 10ξ(σ) / -6 > 10
Y
ξ or -7 > 10

X
ξ(σ )-6 > 10

Y
ξ or -7 > 10

X
ξ(σ / inelσ

1

1.02

1.04

1.06

1.08

1.1
CMS EPOS LHC

QGSJETII-04 PHOJET

P6 Z2* P8 Monash13

P8 DL P8 MBR

13 TeVCMS Preliminary

Most models describe 
the increase from  
ξ > 10−6  
to  
ξX > 10−7 or ξY > 10−6  
observed in data 
reasonably well 

Use model-dependent 
extrapolation factors to go 
to full inelastic phase space  
 
Take average factor, 
uncertainty: (max - min)/2  

σ(ξ > 10-6) = 65.8 ± 0.8 (exp.) ± 1.8 (lum.) mb 

σ(ξX > 10-7 or ξY > 10-6) = 66.9 ± 0.4 (exp.) ± 2.0 (lum.) mb 

8 References

Model Extrapolation factor
EPOS LHC 1.096
QGSJETII 1.092
PHOJET 1.019
PYTHIA6 Z2* 1.052
PYTHIA8 Monash 1.047
PYTHIA8 DL 1.101
PYTHIA8 MBR 1.054
Average 1.066

Table 3: Model extrapolation factors from xX > 10�7 or xY > 10�6 to the total inelastic phase
space.

66.9 ± 0.4 (exp.)± 2.0 (lum.) mb is obtained for MX > 4.1 GeV and MY > 13 GeV, where MX187

and MY are the masses of the diffractive dissociation systems moving towards negative and188

positive pseudorapidity, respectively. The visible cross section is extrapolated to the full inelas-189

tic phase space domain, yielding 71.3 ± 0.5 (sys.)± 2.1 (lum.)± 2.7 (ext.) mb. The measured190

cross section is significanlty lower than predicted by models for hadronic scattering.191
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Extrapolation to full phase space domain 

•  Result: 
 

-6 > 10ξ -6 > 10
Y
ξ or -7 > 10

X
ξ inelσ

 [m
b]

σ
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CMS ATLAS EPOS LHC

QGSJETII-04 PHOJET P6 Z2*

P8 Monash13 P8 DL P8 MBR
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Preliminary ATLAS result: 
σ(ξ > 10-6) = 65.2 ± 0.8 (exp.) ± 5.9 (lum.) mb 
σinel = 73.1 ± 0.9 (exp.) ± 6.6 (lum.) ± 3.8 (ext.) mb 

[ATLAS-CONF-2015-038] 

σinel = 71.3 ± 0.5 (exp.) ± 2.1 (lum.) ± 2.7 (ext.) mb 
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Summary 

•  CMS has measured the inelastic proton-proton cross section at √s = 13 TeV in 
two acceptances: ξ > 10-6 (HF OR) and ξX > 10-7 or ξY > 10-6 (HF OR CASTOR)  
 
 
 
 
 
 

•  And extrapolated this to the total inelastic phase space domain: 
 
 
 

•  The absolute values can not be described by Monte Carlo event generators 
 

•  But most models describe the relative increase from 
ξX>10-6 or ξY>10-6 to ξX>10-7 or ξY>10-6  
rather well 
 

•  Results public in CMS-PAS-FSQ-15-005: http://cds.cern.ch/record/2145896 

σ(ξ > 10-6) = 65.8 ± 0.8 (exp.) ± 1.8 (lum.) mb 

σ(ξX > 10-7 or ξY > 10-6) = 66.9 ± 0.4 (exp.) ± 2.0 (lum.) mb 

σinel = 71.3 ± 0.5 (exp.) ± 2.1 (lum.) ± 2.7 (ext.) mb 


