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Introduction - WW and WZ Production
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A. Diagrams for W±Z production
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Figure 17: Diagrams of W±Z production in hadronic collisions by quark-antiquark annihilation at LO in QCD.
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Figure 18: Diagrams of the vector boson scattering process in hadronic collisions with a W Z j j final state.
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Figure 19: Example diagram of tZ production at LO in QCD.
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gluon fusion through a quark loop; these are the non-resonant gg! W+W� and the resonant Higgs boson
gg ! H ! W+W� production processes in Figures 1(c) and 1(d). All of these are considered as signal
processes in this analysis.
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Figure 1: (a) The SM tree-level Feynman diagram for WW production through the qq initial state in the t-channel.
(b) The corresponding tree-level diagram in the s-channel, which contains the WWZ and WW� TGC vertices. (c)
The gluon fusion process, which is mediated by a quark loop. (d) The Higgs boson production process through
gluon fusion and the subsequent decay of the Higgs boson to WW.

The WW candidate events are selected in fully leptonic decay channels, resulting in final states of
e±(�)
⌫eµ⌥

(�)
⌫µ, e+⌫ee�⌫̄e and µ+⌫µµ�⌫̄µ. In the following, the di↵erent final states are referred to as eµ, ee

and µµ.

Backgrounds to these final states originate from a variety of processes. Top-quark production (tt̄ and the
associated production of a single top quark and a W boson) also results in events with W pairs. In this
case, the W bosons are, however, accompanied by b-quarks that hadronise into jets. To enhance the purity
of the signal candidates, events are rejected if any jets above a certain transverse momentum threshold are
present in the final state. The Drell–Yan background is suppressed by requirements on missing transverse
momentum, caused in WW events by final-state neutrinos. For final states with same-flavour leptons,
a veto on dilepton invariant masses close to the Z pole mass is used. Other backgrounds stem from
the W+jets or multijet production processes where one or more jets are misidentified as leptons. Diboson
processes such as production of a heavy boson with an o↵- or on-shell photon or a Z boson, WZ(�⇤), W/Z+
� and ZZ production, where one of the leptons falls outside the acceptance of the detector or a photon
converts to an electron–positron pair, are additional sources of backgrounds. Backgrounds stemming from
top-quark, Drell–Yan, W+jets and multijet production are evaluated using partially data-driven methods,
where simulated event samples are only used to describe the shape of kinematic distributions or to validate
the methods. The background from diboson production processes is modelled using Monte Carlo samples
normalised to the expected production cross section using theoretical calculations at the highest available
order. Other processes, such as double parton interactions, vector-boson fusion processes or associated
WH production, resulting in eµ, ee and µµ final states are not considered explicitly in the analysis as their
contribution to the selected event sample is expected to be negligible (<0.6%).

The eµ, ee and µµmeasurements of the total WW production cross section are combined using a likelihood
fit that includes the branching fractions into electrons or muons, whereas the fiducial cross sections are
calculated per final state. Contributions from leptonic ⌧-decays are not included in the definitions of the
fiducial cross sections in order to allow comparisons with existing theoretical predictions. Because of its
larger signal acceptance and smaller background, only the eµ final state is used to measure di↵erential
cross sections and to set limits on anomalous triple-gauge-boson-couplings.

The di↵erential cross sections are reported as a function of the transverse momentum of the leading lepton,
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Introduction - Why study WW and WZ?
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gluon fusion through a quark loop; these are the non-resonant gg! W+W� and the resonant Higgs boson
gg ! H ! W+W� production processes in Figures 1(c) and 1(d). All of these are considered as signal
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(b) The corresponding tree-level diagram in the s-channel, which contains the WWZ and WW� TGC vertices. (c)
The gluon fusion process, which is mediated by a quark loop. (d) The Higgs boson production process through
gluon fusion and the subsequent decay of the Higgs boson to WW.

The WW candidate events are selected in fully leptonic decay channels, resulting in final states of
e±(�)
⌫eµ⌥

(�)
⌫µ, e+⌫ee�⌫̄e and µ+⌫µµ�⌫̄µ. In the following, the di↵erent final states are referred to as eµ, ee

and µµ.

Backgrounds to these final states originate from a variety of processes. Top-quark production (tt̄ and the
associated production of a single top quark and a W boson) also results in events with W pairs. In this
case, the W bosons are, however, accompanied by b-quarks that hadronise into jets. To enhance the purity
of the signal candidates, events are rejected if any jets above a certain transverse momentum threshold are
present in the final state. The Drell–Yan background is suppressed by requirements on missing transverse
momentum, caused in WW events by final-state neutrinos. For final states with same-flavour leptons,
a veto on dilepton invariant masses close to the Z pole mass is used. Other backgrounds stem from
the W+jets or multijet production processes where one or more jets are misidentified as leptons. Diboson
processes such as production of a heavy boson with an o↵- or on-shell photon or a Z boson, WZ(�⇤), W/Z+
� and ZZ production, where one of the leptons falls outside the acceptance of the detector or a photon
converts to an electron–positron pair, are additional sources of backgrounds. Backgrounds stemming from
top-quark, Drell–Yan, W+jets and multijet production are evaluated using partially data-driven methods,
where simulated event samples are only used to describe the shape of kinematic distributions or to validate
the methods. The background from diboson production processes is modelled using Monte Carlo samples
normalised to the expected production cross section using theoretical calculations at the highest available
order. Other processes, such as double parton interactions, vector-boson fusion processes or associated
WH production, resulting in eµ, ee and µµ final states are not considered explicitly in the analysis as their
contribution to the selected event sample is expected to be negligible (<0.6%).

The eµ, ee and µµmeasurements of the total WW production cross section are combined using a likelihood
fit that includes the branching fractions into electrons or muons, whereas the fiducial cross sections are
calculated per final state. Contributions from leptonic ⌧-decays are not included in the definitions of the
fiducial cross sections in order to allow comparisons with existing theoretical predictions. Because of its
larger signal acceptance and smaller background, only the eµ final state is used to measure di↵erential
cross sections and to set limits on anomalous triple-gauge-boson-couplings.

The di↵erential cross sections are reported as a function of the transverse momentum of the leading lepton,
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• test	of	the	electroweak	 
gauge	sector	

• test	of	perturba*ve	QCD	

• search	for	new	physics	via	 
anomalous	triple	gauge	couplings	

• background	for	  
e.g.	H	→	WW
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inclusive	
xsec diff.	cross	sec0ons used	variable	

for	aTGCs

WZ	→	lllν	@	8	TeV	
arxiv:1603.02151v1	
submiBed	to	PRD

yes

WW	→	lνlν	@	8	TeV	
arxiv:1603.01702v1	
submiBed	to	JHEP

yes

WW+WZ	→	lνjj	@	7	TeV	
JHEP01(2015)049 yes -

MWZ
T

pleadTpleadT , pT,ll, mll,
∆Φll, |yll|, | cos(θ∗)|

pZT, p
W
T ,MWZ

T , pνT,

|yZ − yW|, NJets,mjj

pjjT

• fully	leptonic	final	states	offer	clean	signatures	but	have	low	sta*s*cs	
• final	states	with	jets	have	higher	sta*s*cs	→	complementary	
• of	course	always	stay	tuned	for	new	results

http://arxiv.org/abs/1603.02151
http://arxiv.org/abs/1603.01702
http://link.springer.com/article/10.1007/JHEP01(2015)049
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∫
L dt

[fb−1] Reference

t̄tZ
σ = 176.0 + 52.0 − 48.0 ± 24.0 fb (data)

HELAC-NLO (theory) 20.3 arXiv:1509.05276 [hep-ex]

t̄tW
σ = 369.0 + 86.0 − 79.0 ± 44.0 fb (data)

MCFM (theory) 20.3 arXiv:1509.05276 [hep-ex]

ts−chan
σ = 4.8 ± 1.1 + 2.2 − 2.0 pb (data)

NLO+NNL (theory) 20.3 ATLAS-CONF-2015-047

ZZ
σ = 6.7 ± 0.7 + 0.5 − 0.4 pb (data)

MCFM (theory) 4.6 JHEP 03, 128 (2013)

σ = 7.1 + 0.5 − 0.4 ± 0.4 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2013-020

WZ
σ = 19.0 + 1.4 − 1.3 ± 1.0 pb (data)

MCFM (theory) 4.6 EPJC 72, 2173 (2012)

σ = 20.3 + 0.8 − 0.7 + 1.4 − 1.3 pb (data)
MCFM (theory) 13.0 ATLAS-CONF-2013-021

Wt
σ = 16.8 ± 2.9 ± 3.9 pb (data)

NLO+NLL (theory) 2.0 PLB 716, 142-159 (2012)

σ = 23.0 ± 1.3 + 3.4 − 3.7 pb (data)
NLO+NLL (theory) 20.3 arXiv:1510.03752 [hep-ex]

H
σ = 22.1 + 6.7 − 5.3 + 3.3 − 2.7 pb (data)

LHC-HXSWG (theory) 4.5 arXiv:1507.04548 [hep-ex]

σ = 27.7 ± 3.0 + 2.3 − 1.9 pb (data)
LHC-HXSWG (theory) 20.3 arXiv:1507.04548 [hep-ex]

WW
σ = 51.9 ± 2.0 ± 4.4 pb (data)

MCFM (theory) 4.6 PRD 87, 112001 (2013)

σ = 71.4 ± 1.2 + 5.5 − 4.9 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2014-033

tt−chan
σ = 68.0 ± 2.0 ± 8.0 pb (data)

NLO+NLL (theory) 4.6 PRD 90, 112006 (2014)

σ = 82.6 ± 1.2 ± 12.0 pb (data)
NLO+NLL (theory) 20.3 ATLAS-CONF-2014-007

t̄t
σ = 182.9 ± 3.1 ± 6.4 pb (data), top++ NNLO+NNLL (theory) 4.6 Eur. Phys. J. C 74: 3109 (2014)

σ = 242.4 ± 1.7 ± 10.2 pb (data), top++ NNLO+NNLL (theory) 20.3 Eur. Phys. J. C 74: 3109 (2014)

σ = 829.0 ± 50.0 ± 100.0 pb (data), top++ NNLO+NLL (theory) 0.085 ATLAS-CONF-2015-049

Z
σ = 27.94 ± 0.178 ± 1.096 nb (data)

FEWZ+HERAPDF1.5 NNLO (theory) 0.035 PRD 85, 072004 (2012)

σ = 55532.0 ± 199.0 ± 5152.0 pb (data)
FEWZ + CT10NNLO (theory) 0.085 ATLAS-CONF-2015-039

W
σ = 94.51 ± 0.194 ± 3.726 nb (data)

FEWZ+HERAPDF1.5 NNLO (theory) 0.035 PRD 85, 072004 (2012)

σ = 179194.0 ± 212.0 ± 17594.0 pb (data)
FEWZ + CT10NNLO (theory) 0.085 ATLAS-CONF-2015-039

pp σ = 95.35 ± 0.38 ± 1.3 mb (data)
COMPETE RRpl2u 2002 (theory) 8×10−8 Nucl. Phys. B, 486-548 (2014)

σ [pb]
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Standard Model Total Production Cross Section Measurements
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WW	→	lνlν	@	8	TeV	
arxiv:1603.01702v1

http://arxiv.org/abs/1603.01702
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eµ ee/µµ
p`T (leading/sub-leading) > 25 / 20 GeV
|⌘`| |⌘µ| < 2.4 and |⌘e| < 2.47,

excluding 1.37 < |⌘e| < 1.52
Number of additional leptons with
pT > 7 GeV 0 0
m`` > 10 GeV > 15 GeV
|mZ � m``| — > 15 GeV
Emiss

T, Rel > 15 GeV > 45 GeV
pmiss

T > 20 GeV > 45 GeV
��(Emiss

T
, pmiss

T
) < 0.6 < 0.3

Number of jets with
pT > 25 GeV, |⌘| < 4.5 0 0

Table 2: Criteria used to select WW candidate events in data.

6. Determination of backgrounds

After applying all selection requirements, the resulting WW candidate sample has significant background
contributions from top-quark (tt̄ and single top) production, which is the dominant background. In the eµ
final state, W+jets production and Drell–Yan production of ⌧-leptons have similar contributions. Drell–
Yan production is much larger than W+jets for the same-flavour final states. Diboson (WZ(�⇤), ZZ, W�)
production constitutes a smaller background contribution for all final states.

6.1. Background from top-quark production

The dominant background contribution to the selected WW candidate events originates from top-quark
(tt̄ and single top) production. Top quarks decay into a real W boson and a b quark, such that top-quark
events contain a pair of W-bosons accompanied by typically two jets. Even after rejecting events with
reconstructed jets with pT> 25 GeV, a small fraction of top-quark events remains if the jets fall outside
the acceptance. This small fraction however still constitutes the largest background to the selected WW
candidate events. Background from top-quark production is estimated using a data-driven method first
suggested in Ref. [69], in which the top-quark contribution is extrapolated from a control region (CR) to
the signal region (SR). The method does not rely on the possibly imperfect theoretical modelling of the
low-pT spectrum of jets in top-quark production, reducing significantly the uncertainty in the top-quark
background estimate compared to MC-driven estimates.

The CR is selected by applying the WW signal selection with the sole exception of the jet-veto require-
ment, hence the SR is a subsample of the CR. The majority of events in the CR stem from top-quark
production, while the dominant non-top-quark contribution originates from the WW signal process. In
order to reduce the signal contamination and to reduce the overlap between the SR and CR, an additional
control region, CR + HT is selected by requiring the scalar sum of the transverse momenta of leptons and
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Figure 2: The invariant mass distributions are shown for dilepton pairs in selected events for eµ (left) and ee + µµ
(right) final states after the dilepton selection and the m`` requirements described in the text. The points represent
data and the stacked histograms are the MC predictions, which are normalised to L = 20.3 fb�1 using the cross
section times branching fractions shown in Table 1. The last bin is an overflow bin. Only statistical uncertainties
are shown.

The jet multiplicity distributions for data, the signal MC simulation and the di↵erent background con-
tributions after applying these requirements are shown in Figure 3. In order to suppress the dominant
top-quark background, events are required to contain no selected jets. This requirement is referred to as
the jet-veto requirement. The visible excess of events without selected jets at this stage is still subject to
changes from data-driven refinements in the background estimate as discussed in Section 6. Furthermore,
there is a significant uncertainty in WW signal predictions as discussed in Section 9.

A summary of all applied selection criteria is given in Table 2.
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Figure 3: Jet multiplicity distributions for eµ (left) and ee + µµ (right) events before the jet-veto requirement is
applied. The points represent data and the stacked histograms are the MC predictions, which are normalised to
L = 20.3 fb�1 using the cross section times branching fractions shown in Table 1. For the tt̄ production process the
NNLO+NNLL theoretical calculation from Ref. [46] is used. Only statistical uncertainties are shown.
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The jet multiplicity distributions for data, the signal MC simulation and the di↵erent background con-
tributions after applying these requirements are shown in Figure 3. In order to suppress the dominant
top-quark background, events are required to contain no selected jets. This requirement is referred to as
the jet-veto requirement. The visible excess of events without selected jets at this stage is still subject to
changes from data-driven refinements in the background estimate as discussed in Section 6. Furthermore,
there is a significant uncertainty in WW signal predictions as discussed in Section 9.

A summary of all applied selection criteria is given in Table 2.
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L = 20.3 fb�1 using the cross section times branching fractions shown in Table 1. For the tt̄ production process the
NNLO+NNLL theoretical calculation from Ref. [46] is used. Only statistical uncertainties are shown.
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• highligh*ng	shows	mainly	affected	background	
• large	backgrounds	but	well	suppressible	
• jet	veto	introduces	new	theore*cal	complica*ons
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eμ ee μμ

Data 5067	 594 820

tot	exp. 4420	±	320 507	±	40 820	±	65	

WW	signal 3240	±	280 346	±	33 613	±	60

tot	bkg. 1180	±	150 161	±	23 205	±	26

!bar	

Wjets	

DrellYan	

Diboson	

WW	

Top	Quark	(shape	from	MC,	normalisa*on	from	data  
via	control		region)	

W+Jets	(completely	data	driven,	also	contains	 
mul*	jet	contribu*on)	

Drell-Yan	(shape	from	MC,	normalisa*on	from	data	via  
control	region)	

Diboson	(taken	from	MC)

(qq/gg/H)	
→	WW	
(MC)

The fiducial cross sections are measured separately in eµ, ee and µµ final states in regions closely approx-
imating the experimental selection. The fiducial regions are summarised in Table 4.

To define the fiducial region, the following selection is applied to events from the MC generator before
passing them through the detector simulation. Leptons are required to originate directly from W decays
and be oppositely charged. They are recombined with any final-state photons from QED radiation that
fall within �R = 0.1 of the respective lepton to form so-called ‘dressed-leptons’. The lepton kinematic
requirements are imposed on these dressed leptons. Particle-level jets are constructed from stable particles
with a lifetime of ⌧ > 30 ps, excluding muons and neutrinos, using the anti-kt algorithm with a radius
parameter of 0.4. To remove jets reconstructed from signal electrons, jets lying a distance �R < 0.3 from
any signal electrons are removed. The four-momentum sum of the neutrinos stemming from the W boson
decays is used for the calculation of both pmiss

T and Emiss
T, Rel.

The total cross section of WW production is defined to include all decay modes of the W bosons and all
jet multiplicities. It is obtained by extrapolating the fiducial cross section for the e↵ects of all acceptance
cuts listed in Table 4 with an additional acceptance factor, AWW , and correcting for the leptonic branching
fraction of W bosons B(W ! `⌫) = 0.108 [68]:

�tot(pp! WW) =
�``

0
fid (pp! WW)

AWW ⇥ B2(W ! `⌫) =
Ndata � Nbkg

CWW ⇥ AWW ⇥ B2(W ! `⌫) ⇥L , (9)

where AWW is defined as the ratio of the MC signal event yield within the fiducial region to the total
number of generated signal MC events. The numerical values for the di↵erent final states are given in
Table 5. For the eµ final state, the right-hand side of Eq. (9) contains an additional combinatorial factor
of 1/2.

The total cross sections for the individual final states, eµ, ee and µµ, are then combined. The combination
procedure is based on a likelihood fit where the systematic uncertainties, including the uncertainties due
to backgrounds, are included as nuisance parameters. The minimisation of the negative log-likelihood
function and the error calculation are performed using the Minuit package [72]. Several independent
sources of systematic uncertainty are treated as correlated among the di↵erent final states, while the
statistical uncertainties in the background estimates are treated as uncorrelated.

The numerical values of the correction factors CWW and AWW are shown in Table 5, while the uncertainties
are listed in Table 7. These values are derived by adding the samples for all the WW production processes
according to their cross sections as detailed in Section 4. The same holds for the determination of their
uncertainties. Table 5 also gives the values of the correction factors for the di↵erent WW production
processes. The value for CWW is largest for the eµ final state because events with W decays to ⌧-leptons,
which only contribute to the numerator, make up a larger fraction of events in the eµ channel. This is due
to less stringent requirements on Emiss

T . The di↵erence in the CWW values between ee and µµ is due to the
di↵erent lepton identification e�ciencies.

7.2. Measurement of the di↵erential cross sections

Di↵erential cross sections are defined in the fiducial regions and are measured as a function of the kin-
ematic variables described in Section 2. The measurement is carried out in the eµ final state, which has
a larger signal acceptance and lower relative background contamination compared to the same-flavour
channels. The reconstructed spectra are corrected for background contributions and then unfolded to the

22

MC simulation. The sum of these processes contributes typically 0.3–0.6% to each final state at detector
level for the selection considered in this analysis and is therefore neglected. The contributions from these
processes are neither subtracted as backgrounds nor included explicitly as signal in the calculation of the
cross section.

The background contributed by W pair production in double parton interactions is evaluated using a
Pythia 8 MC sample scaled to a theoretical cross section obtained by combining the NNLO prediction for
single W boson production and the measured e↵ective-area parameter for double parton interactions [71].
The contribution in the signal region is found to be around 0.3%. To increase the impact of double parton
interactions on the dominant eµ channel beyond the percent level would require an increase of the e↵ective
cross section by more than ten times its uncertainty. This background contribution is neglected.

6.6. WW candidate events and estimated background yields

The data event yields and the estimated background contributions are summarised in Table 3. The MC
predicts that 93% of all signal events selected in the sample are produced via the qq̄ ! W+W� process,
while 4% stem from non-resonant gg! W+W� and 3% from resonant H ! WW production. Kinematic
distributions comparing the selected data to the signal and backgrounds are shown in Figures 6 and 7. The
W+jets and multijet backgrounds are determined using fully data-driven methods, while for top-quark and
Drell–Yan production the normalisation is determined from data, but their di↵erential shapes are taken
from MC predictions. The diboson background and the WW signal are taken from MC simulation.

The signal contribution is normalised to the integrated luminosity using the nNLO cross-section predic-
tion, which is defined in Section 9.1. The transverse momentum of the leading lepton, plead

T , invariant
mass of the dilepton system, m``, and its transverse momentum, pT(``), the di↵erence in azimuthal angle
between the decay leptons, ��``, their combined rapidity, |y``|, as well as the observable |cos (✓⇤)|, defined
in Eq. (1), are shown. For all distributions, an excess of the data over the signal and background is ob-
served, and this is discussed in more detail in Section 9.

7. Cross-section determination

7.1. Fiducial and total cross sections

After determining the background-subtracted number of signal candidate yields, Ndata �Nbkg, the fiducial
WW production cross section is extracted using a likelihood fit based on the following equation:

�``
0

fid (WW) =
Ndata � Nbkg

CWW ⇥L , (8)

where L is the integrated luminosity. The correction factor CWW is determined from MC simulation and
accounts for detector e�ciency, resolution e↵ects and contributions from ⌧-lepton decays. It is defined
as the ratio of the number of reconstructed WW events after the final selection with electrons or muons
in the final state (including electrons or muons from ⌧ decays) to the number of WW events generated
in the fiducial region where only direct decays of W bosons to electrons and muons are allowed. The
measured fiducial cross section �``0fid thus describes WW production with only prompt decays into eµ, ee

18

extrapola*on	to	total	phase	space	
determined	via	MC

efficiency	corrects	for	detector	effects
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Figure 8: Comparison of the measured fiducial cross sections with various theoretical predictions. The comparison
is made for all final states, eµ (top left), ee (top right) and µµ (bottom left). The bottom right figure shows the
measured and predicted fiducial cross sections normalised to the respective measured values for all final states.
Theoretical predictions are indicated as black markers with grey error bands, while the central value of the measured
cross sections is indicated by a blue line with red lines showing the statistical uncertainty and blue bands for the
total uncertainty including statistical and systematic uncertainties.
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• driving	uncertain*es:	jet	measurement,	luminosity,	pileup,	W+jets/mul*jet	bkg, 
	 and	top	bkg	

• slight	discrepancy	between	data	and	theory	seen	at	NNLO	
• caused	by	theore*cal	complica*ons	due	to	jet	veto

 [pb]WW
totσ
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(MSTW 2008 PDF)SM prediction 
 pb (PDF) 1.2± (Scale) 1.4− 

1.6+ =63.2Theoryσ
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3

√
s

TeV σLO σNLO σNNLO σgg→H→WW∗

7 29.52+1.6%
−2.5% 45.16+3.7%

−2.9% 49.04+2.1%
−1.8% 3.25+7.1%

−7.8%

8 35.50+2.4%
−3.5% 54.77+3.7%

−2.9% 59.84+2.2%
−1.9% 4.14+7.2%

−7.8%

13 67.16+5.5%
−6.7% 106.0+4.1%

−3.2% 118.7+2.5%
−2.2% 9.44+7.4%

−7.9%

14 73.74+5.9%
−7.2% 116.7+4.1%

−3.3% 131.3+2.6%
−2.2% 10.64+7.5%

−8.0%

TABLE I. LO, NLO and NNLO cross sections (in picobarn)
for on-shell W+W− production in the 4FNS and reference
results for gg → H → WW ∗ from Ref. [75].

decrease when moving from LO to NLO and NNLO.
Moreover, the NNLO (NLO) corrections turn out to ex-
ceed the scale uncertainty of the NLO (LO) predictions
by up to a factor 3 (34). The fact that LO and NLO
scale variations underestimate higher-order effects can be
attributed to the fact that the gluon–quark and gluon–
gluon induced partonic channels, which yield a sizable
contribution to the W+W− cross section, appear only
beyond LO and NLO, respectively. The NNLO is the
first order at which all partonic channels are contribut-
ing. The NNLO scale dependence, which amounts to
about 3%, can thus be considered a realistic estimate of
the theoretical uncertainty due to missing higher-order
effects.

In Figure 1, theoretical predictions in the 4FNS are
compared to CMS and ATLAS measurements at 7 and
8 TeV [5–8]. For a consistent comparison, our results
for on-shell W+W− production are combined with the
gg → H → WW ∗ cross sections reported in Table I.
It turns out that the inclusion of the NNLO corrections
leads to an excellent description of the data at 7 TeV and
decreases the significance of the observed excess at 8 TeV.
In the lower frame of Figure 1, predictions and scale vari-
ations at NNLO are compared to NLO ones, and also the
individual contribution of the gg → W+W− channel is
shown. Using NNLO parton distributions throughout,
the loop induced gluon fusion contribution is only about
35% of the total NNLO correction.

In the light of the small scale dependence of the 4FNS
NNLO cross section, the ambiguities associated with the
definition of a top-free W+W− cross section and its sen-
sitivity to the choice of the FNS might represent a sig-
nificant source of theoretical uncertainty at NNLO. In
particular, the omission of b-quark emissions in our 4FNS
definition of the W+W− cross section implies potentially
large logarithms of mb in the transition from the 4FNS
to the 5FNS. To quantify this kind of uncertainties, we
study the NNLO W+W− cross section in the 5FNS and
introduce a subtraction of its top contamination that al-
lows for a consistent comparison between the two FNSs.
An optimal definition of W+W− production in the 5FNS
requires maximal suppression of the top resonances in
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FIG. 1. The on-shell W+W− cross section in the 4FNS at

LO (dots), NLO (dashes), NLO+gg (dot dashes) and NNLO

(solid) combined with gg → H → WW ∗ is compared to re-

cent ATLAS and CMS measurements [5–8]. In the lower panel

NNLO and NLO+gg results are normalized to NLO predic-

tions. The bands describe scale variations.

the pp → W+W−b and pp → W+W−bb̄ channels. At
the same time, the cancellation of collinear singularities
associated with massless g → bb̄ splittings requires a suf-
ficient level of inclusiveness. The difficulty of fulfilling
both requirements is clearly illustrated in Figure 2 (left),
where 5FNS predictions are plotted versus a b-jet veto
that rejects b-jets with pT,bjet > pvetoT,bjet over the whole
rapidity range, and are compared to 4FNS results. In
the inclusive limit, pvetoT,bjet → ∞, the higher-order correc-
tions in the 5FNS suffer from a huge top contamination.
At 7 (14) TeV the resulting relative enhancement with
respect to the 4FNS amounts to about 30 (60)% at NLO
and a factor 4 (8) at NNLO. In principle, it can be sup-
pressed through the b-jet veto. However, for natural jet
veto values around 30 GeV the top contamination re-
mains larger than 10% of the W+W− cross section, and
a complete suppression of the top contributions requires
a veto of the order of 1 GeV. Moreover, as pvetoT,bjet → 0,
the (N)NLO cross section does not approach a constant,
but, starting from pvetoT,bjet ∼ 10 GeV, it displays a loga-
rithmic slope due to singularities associated with initial
state g → bb̄ splittings. This sensitivity to the jet-veto
parameters represents a theoretical ambiguity at the sev-
eral percent level, which is inherent in the definition of
top-free W+W− production based on a b-jet veto.

To circumvent this problem we will adopt an alterna-

• total	phase	space	predic*ons	rising	with	higher	order	
• theory	uncertain*es	not	covering	higher	orders	
• extrapola*on	from	fiducial	to	total	phase	space	done	 

with	PowHeg	(NLO	MC)	->	discussed	in	arXiv:1410.4745	

• two	effects:	
• veto	efficiency	overes*mated	by	PowHeg	(~	-7-8%)	
• treatment	of	the	hardest	emission	(~	-3%)

arXiv:1408:5243

4

Since ATLAS uses a veto of pWW
t,veto = 25 GeV, one obtains pDY

t,veto ∼ 15 GeV. We emphasize that, because of this
small pt,veto, the logarithmic terms are expected to dominate over the finite remainder. This correspondence can be
tested with POWHEG by comparing the jet-veto efficiency for the two processes. In order to study the Sudakov region
in a shower-independent way, we perform the comparison at the Les Houches Event (LHE) level in Figure 2, where
pWW
t,veto has been rescaled by MZ/(2MW ) according to Eq. 1. We see that after the rescaling the two efficiencies are

ε(
p t

,v
et

o)

pt, veto [GeV]

pp → Z vs pp → W+W-
pp, 8 TeV
POWHEG LHA events 
MSTW2008 PDFs
anti-kt, R=0.4

Z 
W+W-  (pt rescaled by MZ/2MW)

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20  25  30  35  40  45  50

ε(
p t

,v
et

o)

pt, veto [GeV]

pp → Z vs pp → W+W-
pp, 8 TeV
POWHEG PYTHIA 6.4.28 
MSTW2008 PDFs
anti-kt, R=0.4

Z 
W+W-  (pt rescaled by MZ/2MW)

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20  25  30  35  40  45  50

Fig. 2 Jet-veto efficiency for Z production obtained with the POWHEG BOX and showered with Pythia (v. 6.4.28 Perugia tune 350).

in good agreement in the small transverse momentum region. Not surprisingly, when the Pythia parton shower
and non-perturbative effects (including hadronisation, multiple interactions, pile-up and intrinsic pt simulation) are
also included, the above agreement is partly lost (right plot in Figure 2), since some non-perturbative corrections
and non-logarithmic corrections have a different scaling in pt. Still, we can use the relation between pWW

t,veto and
pDY
t,veto to estimate the impact of higher-order logarithmic corrections on the jet-veto efficiency by looking at the

corresponding quantity in Z-boson production at pt,veto = 15 GeV, shown in Figure 3 (left).
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Fig. 3 Jet-veto efficiency for single Z (left) and H (right) production. The uncertainty band for the resumed predictions is obtained
by varying µR, µF , and the resummation scale Q by a factor of two in either direction while keeping 1/2 < µR/µF < 2. Moreover,
the matching scheme for the jet-veto efficiency is also varied as shown in ref. [16]. The dashed black lines denote the pt,veto values
relevant for the present analysis (see text for more details).

By comparing the pure NLO (blue dashed line) and the NLO+NNLL (green dashed line) calculation of Drell
Yan at this transverse momentum value, one observes a suppression by about 3-4% when NNLL effects are included.
While the magnitude of the impact of the NNLL resummation is found to be similar to that of ref. [25], we observe
a reduction in the jet-veto efficiency rather than an enhancement. This might be due to a different matching scheme
and treatment of higher-order corrections. Furthermore, we observe that POWHEG enhances considerably Sudakov
effects with respect to the analytic resummation when compared to the NLO prediction. On the other hand, it is
also clear from Fig. 3 that the difference with respect to NLO is about -7-8% when the NNLL is matched to the
NNLO result (red solid line). Hence, as far as jet-veto effects are concerned, POWHEG is accidentally close to the
NNLL+NNLO prediction at this veto scale. Therefore, the inclusive cross section extrapolated using POWHEG will
be reasonably in better agreement with the NNLO prediction, rather than with the NLO one.

A further reduction in the fiducial cross section is due to the way the hardest emission is treated in POWHEG,
which was found to slightly change the transverse momentum spectrum of the produced leptons. As example,
we show in Fig. 4 the comparison between the Les Houches events and the pure NLO for the missing transverse

arXiv:1410:4745

• higher	extrapola*on	factor	obtained	at	NLO	
leads	to	higher	measured	cross	sec*on	

http://arxiv.org/abs/1408.5243
http://arxiv.org/abs/1410.4745
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Figure 6: Kinematic distributions of the selected data events after the full event selection for the eµ final state.
Data are shown together with the predictions of the signal and background production processes. The transverse
momentum of the leading lepton, plead

T , the invariant mass, m``, and the transverse momentum of the dilepton
system, pT(``), as well as the di↵erence in azimuthal angle between the decay leptons, ��``, the dilepton rapidity,
|y`` |, and the observable |cos (✓⇤)| are shown (from left to right and top to bottom). The last bin of the plead

T , m``
and pT(``) distributions is an overflow bin. Statistical and systematic uncertainties in the predictions are shown as
bands in hatched style.
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• only	measured	in	the	eμ	channel	(cleaner,	more	sta*s*cs)	
• unfolding	done	via	Bayesian	Itera*ve	unfolding	(3	itera*ons)	
• shapes	seem	to	be	described	rela*vely	well	
• predic*on	normalised	to	NNLO	but	using	NLO	extrapola*on
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WZ	→	lllν	@	8	TeV	
arxiv:1603.02151v1

http://arxiv.org/abs/1603.02151
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• assignment	of	leptons	via	finding	the	best	Z	candidate	
• *ght	requirements	on	lepton	associated	with	W	to	suppress	Z+jets	

• WZ	scaled	to	data	in	plots	for	illustra*on	purposes

Variable Requirement

plZT , plWT > 15 GeV, > 20 GeV
|ηl| µ :< 2.4, e :< 2.47

Number of leptons with pT > 15 GeV = 3
Number of additional leptons with pT > 7 GeV 0
|mZ −mPDG

Z | < 10 GeV
mW

T > 30 GeV



WZ - Yields and Cross Section Results

theory
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WZ	
(MC)

Main	uncertain*es:		lepton	iden*fica*on,	luminosity, 
	 misid.	leptons	background

tension	with	MCFM	(NLO)	
NNLO	results	will	be	available	soon	and	may	remedy	this
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• measured	across	all	channels	
• unfolding	done	via	Bayesian	Itera*ve	unfolding	(3	itera*ons)	
• shapes	seem	to	be	described	rela*vely	well	
• factor	of	1.17	on	PowHeg	predic*on	has	been	removed	on	the	right
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aTGCs	
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• aTGCs	offer	a	general	approach	to	new	physics	
• new	operators	affec*ng	triple	gauge	ver*ces	added	
• coupling	strengths	of	operators	model	new	physics	effects	
• several	parameterisa*ons	possible	
• here	only	CP	conserving	operators	considered

12 Anomalous triple gauge couplings

To extract the aTGC, two model-independent parameterizations of possible e↵ects beyond the SM are fol-
lowed. The first makes use of an e↵ective Lagrangian describing the WWZ vertex and includes only terms
that separately conserve the charge conjugation (C) and parity (P) quantum numbers [79, 80]. The devia-
tion of the vector boson WWZ couplings from the SM predicted values are introduced as dimensionless
anomalous couplings �Z , �gZ

1 , and �Z .

Without e↵ects not described by the SM, the anomalous terms cause a violation of the unitarity bound
in the interaction amplitudes. To prevent this violation, the anomalous couplings are introduced as form
factors dependent on the partonic center-of-mass energy, ŝ: ↵(ŝ) = ↵(0)/(1 + ŝ/⇤2

co)2, where ↵(0) is the
generic anomalous coupling value at low energy and ⇤co is a cuto↵ scale at which physics e↵ects beyond
the SM should manifest.

The second parameterization is based on an e↵ective field theory (EFT) in which the particle content of
the SM is not changed and the theory is extended by adding to the SM Lagrangian a linear combination
of operators of mass dimension higher than four [81, 82]. The dimension-six operators are expected to
be dominant. There are three independent dimension-six C- and P-conserving operators that a↵ect the
electroweak vector boson self-interactions and that can lead to anomalous triple vector boson couplings.
The corresponding new terms in the Lagrangian are

O
WWW

=
c

WWW

⇤2 Tr[Wµ⌫W⌫⇢W
µ
⇢ ] ,

O
W

=
c

W

⇤2

⇣
Dµ�
⌘†

W

µ⌫ (
D⌫�) ,

O
B

=
c

B

⇤2

⇣
Dµ�
⌘

B

µ⌫ (
D⌫�) , (7)

where W

i j

,Wi j,Wi

j

(i = µ, ⌫, j = ⌫, ⇢), and B

µ⌫ are built from the SM electroweak gauge boson fields,
D

i

(i = µ, ⌫) are the covariant derivatives as introduced in the SM, and � is the Higgs doublet field. The
dimensionless coe�cients c

i

(i = WWW,W, B) and ⇤ represent the strength of the new couplings and the
energy scale of new physics, respectively. This approach does not require the introduction of arbitrary
form factors to restore unitarity.

The e↵ective field theory allows the anomalous couplings to be reinterpreted in terms of the EFT parame-
ters, c

i

/⇤2(i = WWW,W, B) [83]. For this reason the two parameterizations can be considered equivalent.
They are both used in this analysis because the first allows a comparison with previous analyses and the
second is a flexible way of parameterizing e↵ects beyond the SM in a model-independent way. Therefore,
the free parameters considered in this analysis are �Z , �gZ

1 , and �Z or c

i

/⇤2(i = WWW,W, B).

The presence of aTGC would a↵ect the W

±
Z integrated cross section and manifest itself as an increased

yield of events at high values of p

Z

T or m

WZ

T . Limits on the aTGC are extracted from the m

WZ

T di↵erential
distribution at detector level, as presented in Figure 12. The m

WZ

T distribution is expected to be less
sensitive to higher-order QCD and EW e↵ects in perturbation theory (as discussed in Section 4). For this
reason it has smaller theoretical uncertainties than the p

Z

T distribution at high values and provides more
stringent expected limits, as proven by a dedicated MC study.

The MC event generator MC@NLO is used to generate W

±
Z events and to compute, for each event, a set

of weights that are employed to reweight the SM sample to any chosen value of the anomalous couplings,
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10. Limits on anomalous triple-gauge-boson couplings

10.1. Theoretical parameterisation

The non-Abelian self-couplings of W and Z bosons and photons can be probed via the WWV vertex,
where V = Z or �, present when the bosons are produced via the s-channel exchange of a Z or � as shown
in Figure 1(b). The SM, with its SU(2) ⇥ U(1) structure, makes definite predictions for these triple-
gauge-boson couplings [84]. The SM Lagrangian can be extended with additional degrees of freedom
that modify the couplings. Considering only terms that conserve charge conjugation (C) and parity (P)
separately, the modified Lagrangian can be written as:

L = igWWV

2
66664gV

1 (W+µ⌫W
�µ �W+µW�µ⌫)V⌫ + kVW+µW�⌫ Vµ⌫ +

�V

m2
W

W+⌫µ W�⇢⌫ Vµ⇢

3
77775 , (10)

where V = Z or �; W±µ⌫ = @µW±⌫ � @⌫W±µ ; Vµ⌫ = @µV⌫ � @⌫Vµ. The overall coupling constants gWWV are
given by gWW� = �e and gWWZ = �e cot ✓W , where ✓W is the weak mixing angle.

Electromagnetic gauge invariance requires that g�1 = 1. The three other coupling parameters that are
non-zero in the SM are gZ

1 = 1, kZ = 1, and k� = 1. Deviations from the SM are introduced as

�gZ
1 = 1 � gZ

1 ; �kZ = 1 � kZ; �k� = 1 � k�. (11)

The remaining couplings are zero in the SM, �� = �Z = 0. A significant non-zero value for any of the
parameters �gZ

1 , �kZ , �k�, �� and �Z would be evidence of new interactions not included in the SM.

If anomalous couplings occur, these extra terms in the Lagrangian would contribute and would induce
a violation of unitarity at su�ciently high energies. Therefore, form factors are introduced to dampen
the rise of the WW production cross section so that it takes physical values even at the highest partonic
centre-of-mass energies relevant for 8 TeV pp collisions:

�gV
1 !

�gV
1

0
BBBBB@1 +

ŝ
⇤2

1
CCCCCA

2 , �kV ! �kV

0
BBBBB@1 +

ŝ
⇤2

1
CCCCCA

2 , �V ! �V

0
BBBBB@1 +

ŝ
⇤2

1
CCCCCA

2 , (12)

where ŝ is the square of the invariant mass of the vector boson pair. The form-factor scale, ⇤, is typically
taken to be in the TeV range. Upper bounds on the size of the anomalous gauge boson couplings can be
derived as a function of ⇤ based on unitarity considerations [85].

Several restrictions can be put on the couplings and are explored in this paper in addition to the scenario
where none of the couplings is restricted per se: the Equal Couplings constraint assumes the coupling
parameters for the WWZ and WW� vertices to be equal. Hence, gZ

1 = g
�
1 = 1, which leaves only two

independent parameters: �k� = �kZ and �� = �Z . The so-called LEP constraint [86] reduces the number
of free anomalous coupling parameters to three by requiring SU(2) ⇥ U(1) gauge invariance,

�gZ
1 = �kZ + tan2 ✓W�k�,

�� = �Z , (13)

34

```

``

derived from SU(2)⇥ U(1) gauge invariance, are imposed:

�
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= �
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⌘ � , (11.1)
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��
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, (11.2)

where �
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� 1, �
Z

⌘ 
Z

� 1, and �gZ
1

⌘ gZ
1

� 1. In this scenario, there are three
free parameters: �, �

�

, and �gZ
1

.
An alternative approach to the aTGC parametrisation describes deviations from the

SM in terms of an effective-field-theory (EFT), valid only up to some mass scale ⇤. This
EFT [1, 60] contains three C- and P -conserving dimension-6 operators. The coefficients of
these operators are denoted by c

W

, c
B

, and c
WWW

, and can be related to the LEP-scenario
parameters by the following equations:

c
W

⇤
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=

2

m2

Z

�gZ
1

, (11.3)

c
B

⇤

2

=

2

m2
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� 2

m2

Z

�gZ
1

, (11.4)

c
WWW

⇤

2

=

2

3g2m2

W

� , (11.5)

where g is the electroweak coupling constant.
The diboson signal with anomalous couplings is modeled using the same generator

(mc@nlo+herwig) as for the SM signal. The dijet p
T

distribution is shown in figure 4
for data and MC simulation, along with the signal prediction for an aTGC of � = 0.05.
The limits on the anomalous couplings are calculated by performing a binned maximum-
likelihood fit to the p

Tjj

spectrum. To determine whether a point ~↵ in the anomalous
coupling parameter space is excluded by the data, the likelihood ratio L(~↵)/L(~↵

max

) is
computed, where ~↵

max

is the value of the anomalous coupling(s) that maximizes the likeli-
hood. Then the probability of observing such a small likelihood ratio is determined through
pseudo-experiments, in which pseudo-data are generated by randomly sampling the prob-
ability density function. Systematic uncertainties are incorporated in the fit via nuisance
parameters which affect the rates and p

Tjj

distribution shapes of the signal and background
processes. The same sources of systematic uncertainty are included as are described for the
m

jj

fit in section 9, except for those found to be negligible, such as the effect of PDF un-
certainties on the signal. In addition, an uncertainty is included on the p

Tjj

distribution
shape of the signal due to increasing and decreasing the scales by a factor of two. The
factorisation and renormalisation scales are varied simultaneously by the same amount. As
can be seen in figure 4, at very high p

Tjj

the statistical uncertainties dominate, whereas at
lower values of p

Tjj

the systematic uncertainties are more important.
The expected and observed 95% CL limits for �, �

�

, and �gZ
1

in the LEP scenario
are given in table 3. If there were no systematic uncertainties at all, the expected aTGC
limits would improve by about 25%.

In figure 5, the observed limits are compared with previous limits from ATLAS [3, 4, 61],
CMS [6, 9, 62], D0 [11], and LEP [63], in a variety of channels including WW ! `⌫`⌫,
WZ ! `⌫``, WV ! `⌫jj, and W� ! `⌫�. All limits are given at 95% CL, and calculated
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where g is the electroweak coupling constant.
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• conversions	between	parameterisa*ons	exist,	e.g.	LEP	Scenario:

Effec*ve	Field	Theory:
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• aTGCs	tend	to	enhance	yields	in	tails	
• restricted	by	fit	on	sensi*ve	variables	
• theory	correc*ons	(EW,	QCD)	applied	
• binning	op*mised	towards	sensi*vity

WW	→	lνlν	@	8TeV

WW+WZ	→lνjj	@	7	TeV

WZ	→	lllν	@	8	TeV
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• comparison	of	EFT	parameters	
• WZ	less	sensi*ve	to	CB	

http://arxiv.org/abs/1603.02151
http://arxiv.org/abs/1603.01702
http://link.springer.com/article/10.1007/JHEP01(2015)049
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• aTGC	limits	in	the	LEP	scenario	

• LHC	limits	on	par	with	LEP	results	

• WZ	less	sensi*ve	to	ΔκZ



22

Summary

• diboson	measurements	provide	an	important	test	of	the	electroweak	gauge	sector	
• new	physics	can	be	probed	via	measuring	aTGCs	

• available	results:	
• inclusive	cross	sec*ons	for	WW	and	WZ	@	8	TeV	and	WW+WZ	@	7	TeV	
• differen*al	distribu*ons	for	WW	and	WZ	@	8	TeV	
• constraints	on	aTGCs	for	WW	and	WZ	@	8	TeV	and	WW+WZ	@	7	TeV	

• predic*ons	agree	well	with	theory	at	NNLO,	agreement	likely	get	bejer	with	
improved	calcula*ons	

• new	data	will	provide	complementary	results	->	stay	tuned!
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Thank	you	for	your	ajen*on!
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EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

CERN-PH-EP-2015-323
8th March 2016

Measurement of total and di↵erential W+W� production cross
sections in proton-proton collisions at

p
s = 8 TeV with the ATLAS

detector and limits on anomalous triple-gauge-boson couplings

The ATLAS Collaboration

Abstract

The production of W boson pairs in proton-proton collisions at
p

s = 8 TeV is studied using
data corresponding to 20.3 fb�1 of integrated luminosity collected by the ATLAS detector
during 2012 at the CERN Large Hadron Collider. The W bosons are reconstructed using
their leptonic decays into electrons or muons and neutrinos. Events with reconstructed jets
are not included in the candidate event sample. A total of 6636 WW candidate events are ob-
served. Measurements are performed in fiducial regions closely approximating the detector
acceptance. The integrated measurement is corrected for all acceptance e↵ects and for the
W branching fractions to leptons in order to obtain the total WW production cross section,
which is found to be 71.1±1.1(stat) +5.7

�5.0(syst) ±1.4(lumi) pb. This agrees with the next-to-
next-to-leading-order Standard Model prediction of 63.2+1.6

�1.4(scale)±1.2(PDF) pb. Fiducial
di↵erential cross sections are measured as a function of each of six kinematic variables.
The distribution of the transverse momentum of the leading lepton is used to set limits on
anomalous triple-gauge-boson couplings.

c� 2016 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.
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• inclusive	cross	sec*on	
measurement	of	WW	prod.	

• differen*al	cross	sec*ons	
for	selected	variables	

• limits	on	anomalous	triple	
gauge	couplings	

• 20.3	iu	@	8	TeV
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Final state eµ ee µµ
Observed events 5067 594 975

Total expected events 4420 ± 30 ± 320 507 ± 9 ± 39 820 ± 10 ± 65
(Signal + background)

WW signal (MC) 3240 ± 10 ± 280 346 ± 3 ± 33 613 ± 5 ± 60

Top quark (data-driven) 609 ± 18 ± 52 92 ± 7 ± 8 127 ± 9 ± 11
W+jets (data-driven) 250 ± 20 ± 140 14 ± 5 ± 14 6 ± 5 ± 12
Drell–Yan (data-driven) 175 ± 3 ± 18 28 ± 0 ± 13 33 ± 0 ± 17
Other dibosons (MC) 150 ± 4 ± 30 27 ± 1 ± 5 38 ± 1 ± 5

Total background 1180 ± 30 ± 150 161 ± 9 ± 21 205 ± 11 ± 24

Table 3: Summary of observed events and expected signal and background contributions in three dilepton channels.
The first uncertainty is statistical, the second one corresponds to the systematic uncertainty and includes the uncer-
tainty due to the integrated luminosity (where used in the normalisation). The systematic uncertainties in the total
background and total expectation are calculated as the sum in quadrature of the uncertainties of the individual com-
ponents. The MC simulation of the WW signal predicts that 93% of the events are produced via the qq̄ ! W+W�
process, while 4% stem from non-resonant gg! W+W� and 3% from resonant H ! WW production.

eµ ee/µµ
p`T (leading/sub-leading) > 25 / 20 GeV
|⌘`| |⌘µ| < 2.4 and |⌘e| < 2.47,

excluding 1.37 < |⌘e| < 1.52
m`` > 10 GeV > 15 GeV
|mZ � m``| — > 15 GeV
Number of jets with
pT > 25 GeV, |⌘| < 4.5 0 0
|⌃p⌫iT | if ��` > ⇡/2 > 15 GeV > 45 GeV
|⌃p⌫iT | ⇥ sin (��`) if ��` < ⇡/2
(Emiss

T, Rel)
Transverse magnitude of the vectorial sum of all neutrinos, |⌃p⌫iT | > 20 GeV > 45 GeV
(pmiss

T )

Table 4: Definitions of the respective fiducial regions used in the calculation of �eµ
fid(WW), �ee

fid(WW) and �µµfid(WW).
In these definitions, ` is the charged lepton from the decays W ! e⌫ and W ! µ⌫, and sin(��`) is the minimum
di↵erence in azimuthal angle between the vector sum of the momenta of the neutrinos and any of the selected
generator-level charged leptons.

and µµ final states. The correction for contributions with intermediate W ! ⌧⌫ decays only relies on
the correct relative acceptance and the well-known relative branching fractions [68], not on the absolute
normalization of the signal cross section.
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Prediction Fiducial cross section
pp! WW ! ``⌫⌫ [fb]

Measured �eµ
fid(WW) 374 ±7(stat) +25

�23(syst) +8
�7(lumi)

�(nNLOfid,eµ) = (�nNLO
tot ⇥ AWW ⇥ B2) [44]+[45] 311 ± 15

�(approx. NNLOfid,eµ) = (�NNLO
tot ⇥ AWW ⇥ B2) [3]+[45] 335 ± 18

�(approx. (NNLO + NNLL)fid,eµ) [6] 358 ± 14
�(NNLO pT-Resumfid,eµ) = (�NNLO

tot ⇥ ApT�ResumWW ⇥ B2) [4] 349 ± 19

Measured �ee
fid(WW) 73.4+4.2

�4.1(stat) +6.5
�5.6(syst) ±1.5(lumi)

�(nNLOfid,ee) [44]+[45] 58.5 ± 2.8
�(approx. NNLOfid,ee) [3]+[45] 63.0 ± 3.4
�(approx. (NNLO + NNLL)fid,ee) [6] 69.0 ± 2.7
�(NNLO pT-Resumfid,ee) [4] 65.5 ± 3.6

Measured �µµfid(WW) 80.2+3.3
�3.2(stat) +6.4

�5.5(syst) ±1.6(lumi)
�(nNLOfid,µµ) [44]+[45] 63.7 ± 3.1
�(approx. NNLOfid,µµ) [3]+[45] 68.6 ± 3.7
�(approx. (NNLO + NNLL)fid,µµ) [6] 75.1 ± 3.0
�(NNLO pT-Resumfid,µµ) [4] 71.2 ± 4.0

Table 8: Measured cross sections in the fiducial region for each channel as defined in Table 4, compared with various
theoretical predictions described in the text of Section 9.1.

Final state Total cross section pp! WW [pb]

eµ 70.6±1.3(stat) +5.8
�5.1(syst) ±1.4(lumi)

ee 73.6+4.2
�4.1(stat) +7.5

�6.4(syst) ±1.5(lumi)

µµ 74.0±3.0(stat) +7.1
�5.9(syst) ±1.5(lumi)

Combined 71.1±1.1(stat) +5.7
�5.0(syst) ±1.4(lumi)

�(NNLOtot) theory prediction [3]+[45] 63.2+1.6
�1.4(scale)±1.2(PDF)

Table 9: Measured total WW production cross sections in each final state together with the combined value, com-
pared to the �(NNLOtot) theory prediction.

Tables 13 to 18 in the appendix give an overview of the measured unfolded di↵erential cross sections
and the statistical, experimental and background uncertainties in the measurement. The bin-to-bin cor-
relations are preserved for each source of systematic uncertainty and the correlation matrices are made
available in the appendix. The systematic uncertainties are treated as fully correlated. This includes the
background uncertainties, except the uncertainties due to the limited statistics of the MC simulation and
the uncertainties related to the W+jets estimate, specifically the uncertainties on the measured fake lepton
e�ciencies and the sample dependence, since both these uncertainties have a large statistical component.
The background uncertainties are added in quadrature to the statistical and experimental uncertainties to
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Sources of uncertainty eµ ee µµ Combined
Experimental uncertainties in fiducial and total cross sections [%]
Integrated luminosity ±2.0 ±2.0 ±2.0 ±2.0
Pile-up ±1.35 ±2.00 ±2.03 ±1.48
Trigger ±0.43 ±2.8 ±3.0 ±0.75
Electron energy scale ±0.42 ±1.45 — ±0.43
Electron energy resolution ±0.04 ±0.23 — ±0.05
Electron identification and reconstruction ±0.99 ±2.19 — ±0.91
Electron isolation ±0.22 ±0.47 — ±0.21
Muon momentum scale ±0.10 — ±0.39 ±0.14
Muon momentum resolution (ID) ±0.56 — ±1.67 ±0.67
Muon momentum resolution (MS) ±0.09 — ±0.21 ±0.11
Muon identification and reconstruction ±0.41 — ±0.82 ±0.43
Muon isolation ±0.59 — ±1.20 ±0.62
Jet vertex fraction (JVF) ±0.22 ±0.26 ±0.24 ±0.23
Jet energy scale ±4.1 ±3.9 ±4.4 ±4.1
Jet energy resolution ±1.35 ±1.30 ±1.47 ±1.35
Emiss

T scale soft terms ±1.12 ±2.07 ±1.85 ±1.28
Emiss

T resolultion soft terms ±0.31 ±0.38 ±0.53 ±0.35
pmiss

T scale soft terms ±0.23 ±0.38 ±0.35 ±0.25
pmiss

T resolution soft terms ±0.13 ±0.19 ±0.14 ±0.13
Background uncertainties in fiducial and total cross sections [%]
Top-quark background ±1.35 ±1.82 ±1.42 ±1.39
W+jets & multijet background ±3.6 ±3.1 ±2.0 ±2.8
Drell–Yan background ±0.46 ±3.00 ±2.26 ±0.86
MC statistics (top-quark, W+jets, Drell–Yan) ±0.61 ±2.03 ±1.39 ±0.53
Other diboson cross sections ±0.70 ±1.01 ±0.55 ±0.69
MC statistics (other diboson) ±0.10 ±0.32 ±0.18 ±0.09

Table 6: Uncertainty sources and associated relative systematic uncertainties for the reconstruction and background
subtraction for the WW cross sections measured in the eµ, ee and µµ final states as well as for the combined cross
section. The uncertainties apply to both the fiducial and total cross sections. In cases where no uncertainties are
quoted they do not a↵ect the specific final state (e.g. electron energy scale uncertainties for muon final states).

is then used to estimate the perturbative uncertainty due to the jet-veto requirement. This uncertainty is
found to be about ±2.9% for the qq̄ ! W+W� process when using the NNLO predictions [3]. The un-
certainty due to the jet-veto requirement for the H ! W+W� production process has been determined
to be ±11% [54] and the same uncertainty is assumed for the non-resonant gg ! W+W� process. The
combined uncertainty due to the jet-veto requirement for the WW signal is about ±3.4%, assuming full
correlation of the qq̄- and gg-induced processes. Without the jet-veto requirement, the residual perturb-
ative uncertainty in AWW due to the scale choice for the perturbative calculations is estimated using an

25
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Figure 7: Kinematic distributions of the selected data events after the full event selection for the combined ee and
µµ final states. Data are shown together with the predictions of the signal and background production processes.
The transverse momentum of the leading lepton, plead

T , the invariant mass, m``, and the transverse momentum of
the dilepton system, pT(``), as well as the di↵erence in azimuthal angle between the decay leptons, ��``, their
combined rapidity, |y`` |, and the observable |cos (✓⇤)| are shown (from left to right and top to bottom). The last bin
of the plead

T , m`` and pT(``) distributions is an overflow bin. Statistical and systematic uncertainties in the predictions
are shown as bands in hatched style.
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Abstract

This paper presents measurements of W

±
Z production in pp collisions at a center-of-mass

energy of 8 TeV. The gauge bosons are reconstructed using their leptonic decay modes into
electrons and muons. The data were collected in 2012 by the ATLAS experiment at the
Large Hadron Collider, and correspond to an integrated luminosity of 20.3 fb�1. The mea-
sured inclusive cross section in the detector fiducial region is �

W

±
Z!`0⌫ `` = 35.1 ± 0.9

(stat.) ± 0.8 (sys.) ± 0.8 (lumi.) fb, for one leptonic decay channel. In comparison, the next-
to-leading-order Standard Model expectation is 30.0 ± 2.1 fb. Cross sections for W

+
Z and

W

�
Z production and their ratio are presented as well as di↵erential cross sections for several

kinematic observables. Limits on anomalous triple gauge boson couplings are derived from
the transverse mass spectrum of the W

±
Z system. From the analysis of events with a W and

a Z boson associated with two or more forward jets an upper limit at 95% confidence level
on the W

±
Z scattering cross section of 0.63 fb, for each leptonic decay channel, is estab-

lished, while the Standard Model prediction at next-to-leading order is 0.13 fb. Limits on
anomalous quartic gauge boson couplings are also extracted.
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• inclusive	cross	sec*on	
measurement	of	WZ	prod.	
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for	selected	variables	
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and	quar*c	gauge	couplings	
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Channel eee µee eµµ µµµ All

Data 406 483 539 663 2091

Total expected 336.7± 2.2 410.8± 2.4 469.1± 2.1 608.2± 3.5 1824.8± 7.0
WZ 255.7± 1.1 337.2± 1.0 367.0± 1.1 495.9± 2.3 1455.7± 5.5
Misid. leptons 43.7± 1.9 32.2± 2.1 50.2± 1.7 52.8± 2.6 178.9± 4.2
ZZ 25.9± 0.2 26.7± 0.3 36.1± 0.3 39.5± 0.3 128.2± 0.6
t¯t+ V 5.5± 0.2 6.7± 0.2 7.2± 0.3 9.1± 0.3 28.5± 0.5
tZ 4.2± 0.1 5.5± 0.2 6.0± 0.2 7.7± 0.2 23.3± 0.3
DPS 1.2± 0.1 1.9± 0.1 1.8± 0.1 2.3± 0.2 7.2± 0.3
V V V 0.5± 0.0 0.7± 0.0 0.8± 0.0 0.9± 0.0 3.0± 0.1

Z  W
fid.σ / Z  W

fid.σ
1 1.5 2 2.5 3

combined

µµµ

µµe

eeµ

eee

+ -

ATLAS

Data
Powheg, CT10
Powheg, ATLAS-epWZ12

-1 = 8 TeV, 20.3 fbs

 0.19±1.46 

 0.22±1.92 

 0.14±1.26 

 0.14±1.47 

 0.08±1.51 

theory
Z±Wσ / fid.

Z±Wσ
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

combined

µµµ

µµe

eeµ

eee ATLAS

Data
Powheg

-1 = 8 TeV, 20.3 fbs

Z±W

 0.10±1.27 

 0.08±1.21 

 0.08±1.19 

 0.06±1.11 

 0.05±1.17 

eee µee eµµ µµµ combined
Source Relative uncertainties [%]
e energy scale 0.8 0.4 0.4 0.0 0.3
e id. e�ciency 2.9 1.8 1.0 0.0 1.0
µ momentum scale 0.0 0.1 0.1 0.1 0.1
µ id. e�ciency 0.0 0.7 1.3 2.0 1.4
Emiss

T and jets 0.3 0.2 0.2 0.1 0.3
Trigger 0.1 0.1 0.2 0.3 0.2
Pileup 0.3 0.2 0.2 0.1 0.2
Misid. leptons background 2.9 0.9 3.1 0.9 1.3
ZZ background 0.6 0.5 0.6 0.5 0.5
Other backgrounds 0.7 0.7 0.7 0.7 0.7
Uncorrelated 0.7 0.6 0.5 0.5 0.3
Total systematics 4.5 2.6 3.7 2.5 2.4
Luminosity 2.2 2.2 2.2 2.2 2.2
Statistics 6.2 5.4 5.3 4.7 2.7

Total 8.0 6.3 6.8 5.7 4.2
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Abstract

The production of a W boson decaying to e⌫ or µ⌫ in association with a W or Z boson decaying
to two jets is studied using 4.6 fb

�1 of proton–proton collision data at
p
s = 7 TeV recorded with the

ATLAS detector at the LHC. The combined WW+WZ cross section is measured with a significance of
3.4� and is found to be 68±7 (stat.)±19 (syst.) pb, in agreement with the Standard Model expectation
of 61.1± 2.2 pb. The distribution of the transverse momentum of the dijet system is used to set limits
on anomalous contributions to the triple gauge coupling vertices and on parameters of an effective-
field-theory model.
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• inclusive	cross	sec*on	
measurement	of	  
WW+WZ	prod.	

• limits	on	anomalous	  
triple	gauge	couplings	

• 4.6	iu	@	7	TeV
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Variable Requirement

NLeptons with pT > 25 GeV and |η| < 2.5 = 1
Emiss

T [GeV] > 30
MW

T 40
|∆φ(Emiss

T ), j1)| > 0.8
NJets with pT > 25 GeV and |η| < 2.8 ≤ 2
NJets with pT > 25 GeV and |η| < 2.0 and pleadjetT > 30 GeV = 2
|∆η(j1, j2)| < 1.5
|∆R(j1, j2)| if pjjT < 250 GeV > 0.7
mjj [GeV] [25, 250]

WW	and	WZ	(shape	taken	from	MC,	 
cross	sec*on	measured)	

W+Jets	and	Z+Jets	(shape	from	MC,	  
normalisa*on	fijed	in	cross	sec*on	determina*on)	

mul0	jet	(completely	data	driven)	

top	(taken	from	MC,	normalisa*on	fijed	in	  
cross	sec*on	determina*on)

WW	

WZ	

Wjets	

Zjets	

top	

mul-jet	

• highlights	show	mainly	affected	
background	

• main	uncertain*es:	
• W/Z	Jets	background	
• jet	measurement	
• MC	sta*s*cs
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Measured:

�
fid

= 1.37± 0.14(stat.)± 0.37(syst.) pb

�
tot

= 68± 7(stat.)± 19(syst.) pb

Prediction:

�
tot

= 61.1± 2.2 pb

Measured:

�
fid

= 1.37± 0.14(stat.)± 0.37(syst.) pb

�
tot

= 68± 7(stat.)± 19(syst.) pb

Prediction:

�
tot

= 61.1± 2.2 pb

e μ

Data 127650 134846

tot	exp. 128000	±	17000 135000	±	19000

WW	signal 1435	±	70 1603	±	79

WZ	signal 334	±	23 370	±	26

tot	bkg. 126000	±	17000 132000	±	19000
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Table 1. Total number of events in data and expected yields for each process in the e and µ channel.
The multijet and W/Z+jets yields are obtained from the fit to the Emiss

T

distribution as explained in
section 7. Uncertainties for the expected signal yields are based on the corresponding cross-section
uncertainties, while for multijet and the other backgrounds the uncertainties correspond to the total
rate uncertainty.

Signal processes e µ

WW 1435 ± 70 1603 ± 79
WZ 334 ± 23 370 ± 26
Background processes
W+ jets (107± 21)⇥ 10

3

(116± 23)⇥ 10

3

Z+ jets (55 ± 11)⇥10

2 (46.3 ± 9.3)⇥10

2

t¯t (47.2 ± 7.1)⇥10

2 (47.2 ± 7.1)⇥10

2

Single-top (20.2 ± 3.0)⇥10

2 (20.5 ± 3.1)⇥10

2

Multijet (67 ± 10)⇥10

2 (50.5 ± 7.6)⇥10

2

ZZ 19.2 ± 3.8 21.1 ± 4.2
Total SM prediction (128 ± 17)⇥10

3 (135 ± 19)⇥10

3

Total Data 127 650 134 846

likelihood fit to the m
jj

distributions in the electron and muon channels. This method takes
advantage of the difference between the shapes of the m

jj

distributions of the various pro-
cesses to separate the signal from the large underlying background. The m

jj

templates,
normalised to unit area, for the various processes contributing to the total expected m

jj

distribution are shown in figure 2.
Systematic uncertainties (described in section 9) on the signal and background normal-

isation as well as on the m
jj

shapes are included by introducing nuisance parameters (~↵)
into the fit. The combined likelihood function (L) is expressed as:

L(�, ~↵) =
Y

`

Y

b

Poisson(n
`b

|(⌫bkg
`b

+ �⌫sig
`b

)(~↵)) ·
Y

p

f
p

(↵
p

), (8.1)

where � is the parameter of interest extracted from the fit and is a multiplicative factor
applied to the signal normalisation; n

`b

is the number of data events in bin b and channel
`, with ` = e, µ; ⌫bkg

`b

and ⌫sig
`b

are the number of expected events for background and signal
processes respectively in bin b and channel `; and f

p

are Gaussian constraints on the nuisance
parameters ↵

p

. The expected number of signal events ⌫sig
`b

contains contributions from both
the WW and WZ processes. The measured signal yield NWV

`

is obtained from the product
of the fitted � value and the expected number of signal events as NWV

`

= � ·
P

b

⌫sig
`b

.
The diboson fiducial cross section (�

fid

) is extracted from NWV

`

using eq. (2.1). The
factors D

fid,`

account for the fact that two processes, WW ! `⌫jj and WZ ! `⌫jj, con-
tribute to the signal yield with different cross sections, acceptances and correction factors
and are defined as:

D
fid,`

= fWW

fid

· CWW

`

+ (1� fWW

fid

) · CWZ

`

, (8.2)
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