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ExperimentTheory

Simplified
Models

[SModelS: Kraml, Kulkarni, Laa, Lessa, Magerl, Proschofsky,  Waltenberger, 1312.4175]
[Fastlim: Papucci, Sakurai, Weiler, and Zeune, 1402.0492]

Pros:
▪ Applicable to any BSM 
   model
▪ No MC simu → Fast!
▪ Tools avaibale

Cons:
▪ Limited by database
▪ Uses approximations
   (only masses, topologies)
   [see e.g. Edelhäuser et al.
   1410.0965, 1501.03942]
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▪ So far: Missing Transverse Energy (MET) searches only

▪ But: more exotic signatures can be important!

  → Heavy Stable charged particles (HSCP)

Outline: Motivation > Implementation > Application

Simplified Models

This work: 
Implement HSCP searches into SModelS



Motivation
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▪ DM motivated BSM: Lightest Z2-odd particle stable+neutral

▪ Heavier Z2-odd particles can be charged...
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▪ DM motivated BSM: Lightest Z2-odd particle stable+neutral

▪ Heavier Z2-odd particles can be charged...

I. Suppressed coupling of lightest Z2-odd particle

   ▪ SUSY:  Axino/gravitino LSP → NLSP long-lived

II. Decay of a heavier Z2-odd particle is kinematically suppressed

   ▪ SUSY: Wino/Higgsino-LSP [e.g. Bomark, Kvellestad, Lola, Osland, Raklev, 1310.2788]

   ▪ Extra Dimensions [Byrne, hep-ph/0311160]

   ▪ SUSY: Stau-neutralino degeneracy 
         [e.g. Jittoh, Sato, Shimomura, Yamanaka, hep-ph/0512197]

... and can be stable (on collider time-scales) if:



Why Heavy stable charged particles (HSCP)?

Jan Heisig (RWTH Aachen University)                                    4                                      Physics at the Terascale, DESY, 2015

▪ DM motivated BSM: Lightest Z2-odd particle stable+neutral

▪ Heavier Z2-odd particles can be charged...

I. Suppressed coupling of lightest Z2-odd particle

   ▪ SUSY:  Axino/gravitino LSP → NLSP long-lived

II. Decay of a heavier Z2-odd particle is kinematically suppressed

   ▪ SUSY: Wino/Higgsino-LSP [e.g. Bomark, Kvellestad, Lola, Osland, Raklev, 1310.2788]

   ▪ Extra Dimensions [Byrne, hep-ph/0311160]

   ▪ SUSY: Stau-neutralino degeneracy 
         [e.g. Jittoh, Sato, Shimomura, Yamanaka, hep-ph/0512197]

... and can be stable (on collider time-scales) if:



HSCP at the LHC: a prominent signature
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▪ Pass the whole detector: muon-like signature
▪ Two disctinct features

Capturing the large SUSY parameter space
General softly broken MSSM huge parameter space

Neutralino LSP:

Rely on /ET and SM particles

Strong dependence on type

and hardness of SM radiation

Hard to extract

model-independent bounds

Stau NLSP:

Stau appears as a muon,

background: DY, tt̄, bb̄, QCD

Discrimination: Stau velocity

dE/dx and ToF large

background rejection

Velocity governs efficiency

�g

�q

�τ1
�τ1

�τ1

�τ1

4 / 22
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LHC Searches for HSCPs

How to look for HSCPs @ LHC?

• For τ > 10−8s → charged tracks

MHSCP = 400 GeV

CMS-EXO-12-026 (2013)

• Highly boosted (with Q = 1) → fake µ

• CMS Event selection:

� Charged track

� |η| < 2.1, pT > 45 GeV

� Energy deposit (Ih > 3 MeV)

� Isolation (in ∆R < 0.3):

Charged particles: (
�

pT) < 50GeV

Visible particles:
�� E

|�p|

�
< 0.3

• Partial efficiencies are provided as a
function of pHSCP
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HSCP at the LHC: a prominent signature
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Additional motivation: Cosmology
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▪ Big Bang Nucleosynthesis (BBN): Intriguing test of particle
   physics at temperatures                   or times
▪ SBBN: Consistence for D, 3He, 4He

▪ But: Significant discrepancy for 7Li: 
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Figure 5. Models with one (arbitrarily long) decay chain terminating in an invisible particle are
mapped onto the respective model with a single step decay in the invisible (MET) branch.

gies appearing during the decomposition procedure are not included in the final signal.

Although this leads to conservative predictions, we will show below that, for the models

studied here we only underestimate the signal cross section by 20% or less. At this point

it is also relevant to stress that the current public version of SModelS does not include

efficiency maps for the MET searches. For these the topology weights can not be summed

up and the experimental upper limits for the individual σ̃Mi weights are used instead (for

more details see Ref. [17]). Since the decomposition procedure can produce topologies with

one invisible and one HSCP in the final states (such as the ones shown in Tab. 2), these

can be constrained by both MET and HSCP searches. However, since HSCP constraints

are typically stronger, the mixed topologies are considered as containing a single HSCP

and we only apply the constraints from HSCP searches. Furthermore, since the HSCP

efficiencies for these mixed topologies are almost independent of the cascade decay ending

in the invisible state, we can neglect the kinematics of the MET branch and compress it to

a single step decay, as shown in Fig. 5. This allows us to use the efficiencies computed for

the simplified models M4 and M6 for a wide range of HSCP-MET topologies and improve

the coverage of our efficiency maps.

Using the efficiency maps for the simplified models M1-M8 computed in Sec. 2.4 and

the decomposition procedure described above, we proceed to apply our modified version of

SModelS to a physical model of interest. As we will show, both MET and HSCP searches

can be relevant (although the former are typically stronger) and allows us to impose strong

constraints on the stau co-annihilation region of the CMSSM.

4 Application to the Lithium-7 Problem

In this section we apply the procedure outlined in Sec. 3 to a full model containing

long-lived particles. One interesting motivation for the existence of long-lived particles (in

cosmological scales) is the Lithium-7 problem [28, 29] (for a recent review, see Ref. [30]).

Despite the enormous success of BBN, the Lithium abundance inferred from the Cosmic

Microwave Background and BBN [30],

�7Li

H

�

theo

= (4.68± 0.67)× 10−10, (4.1)

– 12 –

is highly inconsistent with the experimentally measured Lithium abundance [31]:

�
Li

H

�

exp

= (1.6± 0.3)× 10
−10 . (4.2)

Although some of the proposed solutions to the above discrepancy do not involve new

physics (e.g. stellar depletion or inclusion of new nuclear reactions), these are usually

highly tuned or require modification of nuclear rates well outside the expected uncertain-

ties [32]. A popular alternative is to invoke new physics during BBN, which could explain

a smaller Lithium production rate (or an annihilation of the original Lithium abundance).

A well studied scenario is supersymmetry with long-lived staus (�τ). If �τs are still present

during BBN, they can form bound states with nuclei (such as
7
Li) and deplete the Lithium

abundance, thus providing a viable solution to the Lithium problem. Since such solutions

have been discussed at length in the literature [6, 22, 33–43], here we concentrate on their

features relevant for the LHC searches.

In this work we focus on the case of a neutralino LSP and consider the CMSSM closely

following the discussion presented in Ref. [22]. In order to cover the CMSSM parameter

space we perform a Monte Carlo scan in the input parameters:

m0,M1/2, A0 , (4.3)

where m0 is the universal soft scalar mass, M1/2 is the universal soft gaugino mass and A0

the trilinear soft term, all defined at the unification scale, MGUT � 2× 10
16
GeV. We take

the supersymmetric mass term µ to be positive (µ > 0), while we fix the ratio of the Higgs

vacuum expectation values to be tanβ = 10. We also limit our results to negative values of

A0, since these enhance the radiative corrections to the Higgs mass. Similar results would

be obtained for µ < 0 and A0 > 0 except in this case we would have a larger discrepancy

between the predicted and measured values for the anomalous magnetic moment of the

muon (g − 2)µ. The supersymmetric spectrum is generated with SPheno 3.2.1 [44], the

sparticle production cross sections are computed using Pythia 6 and NLLfast [45–51]

and the neutralino relic abundance is computed with micrOMEGAs 3.0.24 [52].

As computed in Refs. [6, 41], in order to solve the Lithium problem, the stau yield and

life-time must satisfy:

Y 0
�τ � 10

−13
and τ�τ � 1− 100s. (4.4)

The latter condition requires the stau to be nearly degenerate with the LSP, which we

assume to be the lightest neutralino. In particular, the mass difference δm = m�τ1 −m�χ0
1

must be significantly smaller than the τ mass (δm < 0.1 GeV). In this quasi-degenerate

scenario, the stau abundance before its decay is related to the neutralino relic abundance

by [41]

Y 0
�τ �

Y�χ0

2
�
1 + eδm/Tf

� , (4.5)

where Y 0
�τ is the stau yield after freeze-out (and before decay) and Y�χ0 is the final neutralino

yield (after staus have decayed), which can be obtained from its final relic abundance:

Y�χ0 =

�
Ω�χ0h2

2.741× 108

��
GeV

m�χ0
1

�
. (4.6)

– 13 –
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τ π±
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Figure 45: Representative diagrams with a different coupling structure than gχgqg
2
s and contributing to the

pp → χχ + 2j process at tree-level. Upper panels: Diagrams of order (gχgq)
2
. Lower panels: Diagrams of order

gχg
3
q .
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▪ Depletion of 7Li via HSCPs one proposed solution3
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FIG. 2: (color online). The lifetime of free stau as the func-
tions of δm. Here we take mχ̃0 = 300 GeV, θτ = π/3, and
γτ = 0. The hadronic decay is dominant for δm > mπ while
the leptonic decay is exclusively allowed for δm < mπ.

1. Destruction of nuclei by a hadronic-current interaction
with free staus

Staus can interact with the nuclei through the hadronic
current and thereby alter the BBN processes. The abun-
dances of 7Li/7Be are changed by the new decay chan-
nels:

τ̃ → χ̃0 + ντ + π±, (8)

π+ + 7Li → 7Be, (9)

π− + 7Be → 7Li (10)

π− + 7Li → 7He. (11)

The process π+ + 7He → 7Li does not occur since 7He
is very unstable, while the pions can be either real or
virtual; here the virtual pion should actually be regarded
as a hadronic current propagating between the stau and
the nucleus. The pions produced in the process (8) also
change the proton-neutron ratio and thereby change the
primordial abundance of the light elements.

We present the lifetime of the free stau in Fig. 2 as
functions of δm [23]. Here we take mχ̃0 = 300 GeV, θτ =
π/3, and γτ = 0.

2. Stau-catalyzed fusion

Another process to destroy the 7Li/7Be is nuclear fu-
sion catalyzed by staus. A nucleus has a Coulomb barrier
which normally prevents the nuclear fusion, while the
barrier is weakened when a stau is captured to a state
bound to the nucleus. The nuclear fusion is thus pro-
moted by forming a stau-nucleus bound state. The stau
serves as a catalyst and is left out as the fusion proceeds
through.

This stau-catalyzed fusion process provides the follow-

FIG. 3: The Feynmann diagrams of internal conversion of 7Be
(7Li).

ing decay channels:

7Be + τ̃ → (7Be τ̃ ) + γ, (12)
7Li + τ̃ → (7Li τ̃ ) + γ, (13)

(7Be τ̃ ) + p → (8B τ̃ ) + γ, (14)

(7Be τ̃) + n → (7Li τ̃) + p, (15)

(7Li τ̃ ) + p → τ̃ + 2 4He or → τ̃ + 2 D + 4He. (16)

The lifetime of the stau-catalyzed fusion is estimated to
be longer than 1 sec [18]. We follow Ref. [21] to calculate
the stau-catalyzed fusion rate.

3. Internal conversion of nuclei in the stau-nucleus bound
state

The interaction between a stau and a nucleus proceeds
more efficiently when they form a bound state (see Fig.
3) [22] due to two reasons: (1) the overlap of the wave
functions of the two becomes large since the stau and par-
ticle are packed in the small space, (2) the small distance
between the two allows virtual exchange of the hadronic
current even if δm < mπ. The stau-nucleus bound state
decays through the following processes:

τ̃ + 7Be → (τ̃ 7Be) → χ̃0 + ντ + 7Li, (17)

τ̃ + 7Li → (τ̃ 7Li) → χ̃0 + ντ + 7He, (18)
7He → 6He + n, (19)

6He + background particles → 3He, 4He, etc., (20)

where the parentheses denote the bound states. We note
that we introduce not only reaction (17), but also reac-
tion (18). The 6He nucleus can also decay into 6Li via
β decay with the lifetime 817 msec. We do not take this
process into account since this process is much slower
than the scattering process (20).

The lifetime of the internal conversion τIC is obtained

[see e.g.  Jittoh, Kohri, Koike, Sato, 
Shimomura, Yamanaka, 0704.2914]
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▪ Add step to decomposition: 

   Probability to decay prompt:

   or appear metastable:

the full model into a sum of simplified models topologies. Since the decomposition method

used here follows closely the one used by SModelS [17], we only outline the main steps,

focusing on the differences required to treat long-lived particles.

First, using as input an SLHA card, all the widths (Γ ), branching ratios (BRs), masses

and production cross sections (σ) of the BSM states are defined for the input model.2

Second, for each of the particles appearing in the production cross sections, we generate all

possible cascade decays3, using the branching ratios and widths read from the SLHA card.

However, since now the input model may contain quasi-stable states, we must determine

if the particle at the end of the cascade decay is long-lived or not. More specifically, we

must estimate what is the probability for a BSM state to have a prompt decay or to decay

outside the detector. The fraction of particles which survive after traveling a distance l in

the detector is given by:

f(l) = e−Γ l/(γβ) (3.3)

where Γ is the particle’s width, γ = 1/
�
1− β2 and β is the particle’s boost. Therefore,

the probability for a particle to decay promptly is:

Fprompt = 1− e−Γ linner/(γβ), (3.4)

where linner corresponds to the inner size of the detector, for which all decays are seen

as prompt. For our subsequent results we take linner = 10 mm. On the other hand, the

probability for a particle to decay outside the detector is given by:

Flong = e−Γ louter/(γβ), (3.5)

where louter corresponds to the detector size, which we take to be 10m (for CMS). Clearly

the above probabilities are event-dependent, since they depend on the boost of the unstable

particle, through the factor γβ. Nonetheless we can still conservatively estimate these.

Since the efficiencies for a long-lived particle to be identified as a charged track fall sharply

below β � 0.45, here we take (γβ)outer = 0.6 (or β � 0.5), which gives a mostly conservative

estimate of Fprompt. On the other hand, for prompt decays we take (γβ)inner = 10, which

corresponds to β � 0.995. Notice that for most models, Γ is such that the particle can be

considered as decaying promptly or long-lived for a wide range of γβ values. Therefore, for

most cases, our results are only mildly dependent on our choice of γβ.

Once Fprompt and Flong are known for each state, during the decomposition each un-

stable particle (with a non-zero width) will generate two possible topologies4:

• one where the particle does not decay (it is considered as long-lived). In this case

the topology weight will be proportional to the probability for the particle to decay

outside the detector (Flong);

2
In order to read the SLHA file, SModelS uses the tools provided by the PySLHA [27] code.

3
Since the total number of all possible cascade decays is typically of the order of hundreds of thousands,

we neglect all topologies which have σ̃Mi < σ̃min. In the results presented below we take σ̃min = 5 ×
10

−3
fb

�
5× 10

−4
fb
�
for the points with mHSCP ≤ 400GeV (mHSCP > 400GeV).

4
The case of displaced vertices is not considered in the present work.
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Figure 4. Decomposition procedure for scenarios containing quasi-stable particles. Next to the
topologies we show the factors contributing to the topology weight. See text for details.

• one where the particle decays promptly. In this case the topology weight will be

proportional to the probability for the particle to decay inside the inner detector

(Fprompt).

Notice that in most cases we have (Flong,Fprompt) � (1, 0) for quasi-stable (or stable)

particles or (Flong,Fprompt) � (0, 1) for unstable particles.

Using the information in the SLHA input and a modified version of the package SMod-

elS, which includes the computation of the Fprompt/long probabilities, it is possible to de-

compose full models into distinct simplified model topologies and compute their weights.

As mentioned above, the decomposition procedure starts with the pair production of BSM

states (determined by the cross sections read from the SLHA card) and generates all pos-

sible cascade decays for each particle produced. For each step in the cascade decay, the

topology weight is given by the product of the production cross section (σprod), the BRs

for the decays appearing in the decay chain and the prompt decay/long-lived fractions,

Fprompt/long:

σ̃Mi = σprod ×
�
�

i

BRi × F i
prompt

�
× FX

longFY
long , (3.6)

where FX
longFY

long is the product of the (non-decay) probabilities for the final states (X,Y )

appearing in the cascade decay chain. This procedure is outlined in Fig. 4. Since we

only keep the topologies with a final weight above a minimum value (σ̃min), the topologies

containing very small probabilities (Fprompt � 1 or Flong � 1) are automatically discarded.

This procedure has the advantage of allowing us to probe scenarios where more than one

particle is (meta-)stable and to automatically determine which states can be considered

as long-lived or decaying promptly. Furthermore, for models containing both neutral and

charged (meta-)stable particles, the above procedure will produce topologies with both

HSCP and missing energy (MET) signatures (or mixed MET-HSCP). Therefore it allows

us to simultaneously confront the corresponding model with both MET and HSCP searches.

Once the topology weights (σ̃Mi) are known, through Eq. 3.2 it is possible to com-

pute the full model signal cross section for each of the signal regions considered by the

experimental searches. It is important to notice that, since we only computed efficiencies

for the simplified models appearing in Tabs. 1 and 2, the signal from any other topolo-
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name diagram parameters SUSY topology

M1

mHSCP

mHSCP

mHSCP pp → �χ±
1
�χ±
1

M3
mprod

mprod

mHSCP

mHSCP

mHSCP,mprod pp → �q�q → �χ±
1
�χ±
1

M5
mprod

mprod

mint

mint

mHSCP

mHSCP

mHSCP,mint,mprod pp → �q�q → �χ0�χ0 → �τ1�τ1

M7
mprod

mprod

mint

mHSCP

mHSCP

mHSCP,mint,mprod pp → �χ0�χ±
2
→ �τ1(�χ±

1
→ �τ1)

M8
mprod

mprod

mHSCP

mHSCP

mHSCP,mprod pp → �q�q → �τ1�τ1

Table 1. Definitions of the simplified models with two HSCPs used in this study. In the diagrams

single solid lines denote SM particles or intermediate BSM particles, double solid lines denote the

HSCP.

(pT > 45 GeV) trigger. However, the trigger becomes inefficient when the particle velocity

is too low (β < 0.45) due to the too long delay (> 25 ns) for the particle to reach the muon

system causing a mismatch between the muon system information and the inner tracker

information.

While there is no real standard model background to this search, instrumental back-
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name diagram parameters SUSY topology

M2

minv

mHSCP

mHSCP = minv pp → �χ±
1
�χ0

M4
mprod

mprod

mHSCP

mHSCP,mprod pp → �q�q → �χ±
1
�χ0

M6
mprod

mprod

mint mHSCP

mHSCP,mint,mprod pp → �q�q → �χ0(�χ0 → �τ1)

Table 2. Definitions of the simplified models with one HSCP used in this study. In the diagrams
single solid lines denote SM particles or intermediate BSM particles, double solid lines denote the
HSCP and dashed lines denote invisible particles (or an invisible branch, see Fig. 5).

grounds due to the mis-measurement of either dE/dx or TOF is not negligible. To predict

the amount of backgrounds in the signal region CMS exploits the fact that the dE/dx and

TOF measurements are uncorrelated for backgrounds. The track dE/dx and momentum

variables are used to reconstruct the particle mass and further discriminate the HSCP sig-

nal from mis-reconstruction background peaking at low values of the reconstructed mass.

Although the mass threshold used in [10] is continuous, the required inputs for the rein-

terpretation of these results [11] are only provided in 100GeV steps. Below we use the

results presented in Ref. [11] to compute the signal efficiencies for the simplified models

introduced in Tables 1 and 2.

2.2 Computation of signal efficiencies

In order to compute the efficiencies for the simplified models, we perform a Monte

Carlo simulation of the signal at the 8TeV LHC. For each topology listed in Tabs. 1

and 2 we scan over the respective BSM masses (listed in the third column) and generate

30 k events for each set of masses. For the event generation we use MadGraph 5 [25]

to generate parton level events and then Pythia 6 [26] to perform the decays, as well as

– 5 –
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▪ Extent database: 
  Compute efficiencies for 8 topologies

▪ Simulation: MadGraph/Phythia
▪ CMS HSCP analysis:
   Novel methode based on
   probabilities passing cuts
   [CMS: 1502.02522] 

▪ Validation GMSB model
▪ Less than 5% deviation
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Due to detector resolution effects, the reconstructed mass is typically mrec � 0.6mHSCP [11]

and the above requirements must be translated to the real HSCP mass. Therefore, when

computing the efficiencies for each signal region, we take � = 0, if mHSCP < 166GeV,

334GeV and 500GeV for the signal regions SR100, SR200 and SR300, respectively.

2.3 Validation

In order to validate the procedure described in Sec. 2.2, we compute the efficiencies

for the gauge-mediated supersymmetry breaking (GMSB) models considered by the CMS

collaboration in Ref. [11]. These models have a gravitino LSP and a long-lived stau as the

NLSP. As a result, for collider purposes, all the sparticles cascade decay to the lightest stau,

which is the HSCP candidate. We simulated the signal with Pythia 6 and analyzed the

generated events as described in Sec. 2.2. The results obtained for the inclusive production

of staus are shown in Fig. 1, where we also show the corresponding efficiencies obtained

by the CMS collaboration. As in Ref. [11], we choose SR0 for mHSCP < 166GeV, SR100

for 166 GeV < mHSCP < 334 GeV and SR200 for higher masses. Our efficiencies agree

within 3% with the ones obtained by CMS, where the differences are likely due to Monte

Carlo statistical uncertainties. Therefore our procedure for computing the signal efficiencies

reproduce very well the experimental results and can be used to produce the efficiency maps

for the simplified models listed in Tabs. 1 and 2. In Fig. 1 we also reproduce the 95% CL

limits on the inclusive production cross sections, which again agree very well (within ∼ 3%)

with the ones obtained by CMS from Ref. [11]. Note that this limit is based on the discrete

mass cuts on mrec mentioned above, the full CMS analysis allows for a event-based mass

cut, resulting in somewhat stronger constraints for some values of the HSCP mass.
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Figure 1. Signal efficiency � (left panel) and 95% CL cross section upper limit (right panel)
for the GMSB model as the function of the stau mass. We compare the CMS analysis (CMS-
EXO-13-006 [11]) from the full detector simulation (red solid lines) with our implementation of the
analysis described in Sec. 2.2 (blue dashed lines). In the lower frames we show the respective ratios
�CMS/�Our, σCMS

limit
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[see also: Desai, Ellis, Luo, Marrouche, 1404.5061]

▪ CMSSM with neutralino LSP,  stau NLSP

▪ Require                                                ,

   → possible solution to the 7Li-Problem [Konishi et al. 1309.2067] 

▪ Monte Carlo scan over                         

   for fixed           and  

▪ Stau abundance (before its decay): 

The neutralino freeze-out temperature, Tf, can be well approximated by Tf � m�χ0
1
/25 for

the parameter space considered below.

Before discussing the LHC constraints from MET and HSCP searches, we first impose

the following set of minimal constraints to the CMSSM:
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5
This loose interval on the Higgs mass window is due to the large theoretical uncertainties on the Higgs

mass calculation in the MSSM. Furthermore, a more strict choice for the Higgs mass interval would not

change our subsequent results.
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is highly inconsistent with the experimentally measured Lithium abundance [31]:
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Although some of the proposed solutions to the above discrepancy do not involve new

physics (e.g. stellar depletion or inclusion of new nuclear reactions), these are usually

highly tuned or require modification of nuclear rates well outside the expected uncertain-

ties [32]. A popular alternative is to invoke new physics during BBN, which could explain

a smaller Lithium production rate (or an annihilation of the original Lithium abundance).

A well studied scenario is supersymmetry with long-lived staus (�τ). If �τs are still present

during BBN, they can form bound states with nuclei (such as
7
Li) and deplete the Lithium

abundance, thus providing a viable solution to the Lithium problem. Since such solutions

have been discussed at length in the literature [6, 22, 33–43], here we concentrate on their

features relevant for the LHC searches.

In this work we focus on the case of a neutralino LSP and consider the CMSSM closely

following the discussion presented in Ref. [22]. In order to cover the CMSSM parameter

space we perform a Monte Carlo scan in the input parameters:

m0,M1/2, A0 , (4.3)

where m0 is the universal soft scalar mass, M1/2 is the universal soft gaugino mass and A0

the trilinear soft term, all defined at the unification scale, MGUT � 2× 10
16
GeV. We take

the supersymmetric mass term µ to be positive (µ > 0), while we fix the ratio of the Higgs

vacuum expectation values to be tanβ = 10. We also limit our results to negative values of

A0, since these enhance the radiative corrections to the Higgs mass. Similar results would

be obtained for µ < 0 and A0 > 0 except in this case we would have a larger discrepancy

between the predicted and measured values for the anomalous magnetic moment of the

muon (g − 2)µ. The supersymmetric spectrum is generated with SPheno 3.2.1 [44], the

sparticle production cross sections are computed using Pythia 6 and NLLfast [45–51]

and the neutralino relic abundance is computed with micrOMEGAs 3.0.24 [52].

As computed in Refs. [6, 41], in order to solve the Lithium problem, the stau yield and

life-time must satisfy:

Y 0
�τ � 10

−13
and τ�τ � 1− 100s. (4.4)

The latter condition requires the stau to be nearly degenerate with the LSP, which we

assume to be the lightest neutralino. In particular, the mass difference δm = m�τ1 −m�χ0
1

must be significantly smaller than the τ mass (δm < 0.1 GeV). In this quasi-degenerate

scenario, the stau abundance before its decay is related to the neutralino relic abundance

by [41]

Y 0
�τ �

Y�χ0

2
�
1 + eδm/Tf

� , (4.5)

where Y 0
�τ is the stau yield after freeze-out (and before decay) and Y�χ0 is the final neutralino

yield (after staus have decayed), which can be obtained from its final relic abundance:

Y�χ0 =

�
Ω�χ0h2

2.741× 108

��
GeV

m�χ0
1

�
. (4.6)
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3 Capture of DM in the sun

4 Relic density

Contrary to previous work, we calculate the full relic density accounting for resonnant effects.’
We found that these account for a difference of XX %.

5 LHC limits

The obsersed and expected number of events have been provided by the CMS and ATLAS

collaboration.

6 The method

We considered the width to be physical. We scan over 4 parameters. We compute the relic

density for each point.

7 The computation

We generate the UFOmodel files with FeynRules 2.1 [15, 16]. To use it inMadgraph5 aMC@NLO

[17]. We use Pythia [18, 19] to perform parton shower. We use Delphes [20] for a simulation of

both the CMS and ATLAS detector aparatus.

We use it also [21] to obtain aCalchep [22] output. This has been then used in micromegas

4 [23].

ΓV = ΓV→qq(MV , gq) + ΓV→χχ(MV ,mχ, gχ)

MV ,mχ, gq, gχ

MV ,mχ, (gqgχ),ΓV ⇒ gq, gχ

mχ, (gqgχ/M2
V )

Ṅ = C⊙ − CAN2 → 0

C⊙ = CAN2 ∝ neutrino flux

�q�q → �χ0
1�χ0

1 + 2j

�χ±
1 �χ0

2 → �τ±1 �χ0
1 + ντZ

�χ±
1 �χ±

1 → �τ±1 �τ±1 + 2ντ

C⊙ = CAN2 ∝ neutrino flux

Y 0
�τ � 10−13

gqγµγ5

3
Jan Heisig (RWTH Aachen University)                                   13                                     Physics at the Terascale, DESY, 2015



▪ LHC sensitivity:

▪ For HSCP and mixed: Efficiency database (8 topologies)

▪ For pure MET: Apply UL from most sensitive topology

   from SModelS MET-database

▪ ~70% signal: MET signatures (dominant                           )

▪ ~20% signal: mixed MET/HSCP (dominant                                )
▪ ~10% signal: pure HSCP (dominant                                 )

The total width for the mediator is:

Γv =
mv
π

�
λ2
χ

6

�
1− 4

m2
χ

m2
v

�3/2
+

6�

i=1

λ2
q

4

�
1− 4

m2
qi

m2
v

�3/2
�
.

3 Capture of DM in the sun

4 Relic density

Contrary to previous work, we calculate the full relic density accounting for resonnant effects.’
We found that these account for a difference of XX %.

5 LHC limits

The obsersed and expected number of events have been provided by the CMS and ATLAS

collaboration.

6 The method

We considered the width to be physical. We scan over 4 parameters. We compute the relic

density for each point.

7 The computation

We generate the UFOmodel files with FeynRules 2.1 [15, 16]. To use it inMadgraph5 aMC@NLO

[17]. We use Pythia [18, 19] to perform parton shower. We use Delphes [20] for a simulation of

both the CMS and ATLAS detector aparatus.

We use it also [21] to obtain aCalchep [22] output. This has been then used in micromegas

4 [23].

ΓV = ΓV→qq(MV , gq) + ΓV→χχ(MV ,mχ, gχ)

MV ,mχ, gq, gχ

MV ,mχ, (gqgχ),ΓV ⇒ gq, gχ

mχ, (gqgχ/M2
V )

Ṅ = C⊙ − CAN2 → 0

C⊙ = CAN2 ∝ neutrino flux

�q�q → �χ0
1�χ0

1 + 2j

C⊙ = CAN2 ∝ neutrino flux

gqγµγ5

MV � 3TeV

MV � mχ

gχγµγ5

3

The total width for the mediator is:

Γv =
mv
π

�
λ2
χ

6

�
1− 4

m2
χ

m2
v

�3/2
+

6�

i=1

λ2
q

4

�
1− 4

m2
qi

m2
v

�3/2
�
.

3 Capture of DM in the sun

4 Relic density

Contrary to previous work, we calculate the full relic density accounting for resonnant effects.’
We found that these account for a difference of XX %.

5 LHC limits

The obsersed and expected number of events have been provided by the CMS and ATLAS

collaboration.

6 The method

We considered the width to be physical. We scan over 4 parameters. We compute the relic

density for each point.

7 The computation

We generate the UFOmodel files with FeynRules 2.1 [15, 16]. To use it inMadgraph5 aMC@NLO

[17]. We use Pythia [18, 19] to perform parton shower. We use Delphes [20] for a simulation of

both the CMS and ATLAS detector aparatus.

We use it also [21] to obtain aCalchep [22] output. This has been then used in micromegas

4 [23].

ΓV = ΓV→qq(MV , gq) + ΓV→χχ(MV ,mχ, gχ)

MV ,mχ, gq, gχ

MV ,mχ, (gqgχ),ΓV ⇒ gq, gχ

mχ, (gqgχ/M2
V )
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[JH, Lessa, Quertenmont,1509.00473]

▪ LHC: HSCP versus MET sensitivity
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Figure 7. Values for the signal cross section (σth) over the experimental 95% CL upper limit (σUL)
in the m0-M1/2 (top) and m0-m�τ1 (bottom) planes. Points with σth/σUL > 1 are excluded by either
MET searches or HSCP searches at the LHC.
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Figure 8. Points excluded at 95% CL by HSCP (left) and MET (right) searches in the m0-M1/2

plane. The distinct signal regions for the HSCP search from CMS-EXO-13-006 [11] are shown as
light orange (SR100) and dark orange (SR200). Signal regions SR0 and SR300 were also considered
but are less constraining than SR100 and SR200 for this model. For the MET searches we show by
distinct colors the constraints from CMS [54] (dark blue) and ATLAS [55] (light blue) analyses.

seen in Fig. 7. This transition, however, does not affect our results, since all the points in

this region are excluded.

Since in the model considered here the signal cross section splits into a HSCP signal

and a MET signal, we expect both the MET and the HSCP searches to have a smaller

reach than in a scenario where the signature is pure MET or pure HSCP. In order to

compare the reach of MET searches against the one of HSCP searches, we show in Fig. 8

the most constraining (the one with the highest σth/σUL ratio) HSCP analysis (left) and

MET analysis (right). As we can see, the constraints from MET searches exclude points up

to M1/2 � 650GeV, which corresponds to mg̃ � 1500GeV or mq̃ � 1350GeV. The most
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▪ LHC sensitivity (for                   ): 
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have been discussed at length in the literature [6, 22, 33–43], here we concentrate on their

features relevant for the LHC searches.

In this work we focus on the case of a neutralino LSP and consider the CMSSM closely

following the discussion presented in Ref. [22]. In order to cover the CMSSM parameter

space we perform a Monte Carlo scan in the input parameters:

m0,M1/2, A0 , (4.3)

where m0 is the universal soft scalar mass, M1/2 is the universal soft gaugino mass and A0

the trilinear soft term, all defined at the unification scale, MGUT � 2× 10
16
GeV. We take

the supersymmetric mass term µ to be positive (µ > 0), while we fix the ratio of the Higgs

vacuum expectation values to be tanβ = 10. We also limit our results to negative values of

A0, since these enhance the radiative corrections to the Higgs mass. Similar results would

be obtained for µ < 0 and A0 > 0 except in this case we would have a larger discrepancy

between the predicted and measured values for the anomalous magnetic moment of the

muon (g − 2)µ. The supersymmetric spectrum is generated with SPheno 3.2.1 [44], the

sparticle production cross sections are computed using Pythia 6 and NLLfast [45–51]

and the neutralino relic abundance is computed with micrOMEGAs 3.0.24 [52].

As computed in Refs. [6, 41], in order to solve the Lithium problem, the stau yield and

life-time must satisfy:

Y 0
�τ � 10

−13
and τ�τ � 1− 100s. (4.4)

The latter condition requires the stau to be nearly degenerate with the LSP, which we

assume to be the lightest neutralino. In particular, the mass difference δm = m�τ1 −m�χ0
1

must be significantly smaller than the τ mass (δm < 0.1 GeV). In this quasi-degenerate

scenario, the stau abundance before its decay is related to the neutralino relic abundance

by [41]

Y 0
�τ �

Y�χ0

2
�
1 + eδm/Tf

� , (4.5)

where Y 0
�τ is the stau yield after freeze-out (and before decay) and Y�χ0 is the final neutralino

yield (after staus have decayed), which can be obtained from its final relic abundance:

Y�χ0 =

�
Ω�χ0h2

2.741× 108

��
GeV

m�χ0
1

�
. (4.6)
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▪ Heavy stable charged particles (HSCP) occur in 
   - co-annihilation scenarios
   - very weakly interacting DM (axinos/gravitinos)

▪ LHC high sensitivity to HSCPs

▪ Implementation of HSCP searches into SModelS

▪ Automatically test appearance of HSCPs 

▪ HSCP highest sensitivity although only ~30% of signal

▪ Tip of stau-coannihilation strip excluded (from 

  LHC or Planck) for low

The neutralino freeze-out temperature, Tf, can be well approximated by Tf � m�χ0
1
/25 for

the parameter space considered below.

Before discussing the LHC constraints from MET and HSCP searches, we first impose

the following set of minimal constraints to the CMSSM:

• a neutralino LSP;

• δm = m�τ1 −m�χ0
1
< 0.1 GeV;

• Y 0
�τ > 10−13;

• 120GeV < mh < 130GeV.5

Although we keep points with Ω�χ0h2 > 0.1289 (which violate the Planck’s 3σ upper bound

on the Dark Matter relic abundance [53]), we will explicitly identify in our results the

region consistent with Planck.

Since the left-right mixing of staus is proportional to Aτ − µ tanβ, the stau mass not

only depends on the scalar mass parameter m0 but also strongly on A0 and tanβ. On

the other hand, the neutralino mass is mainly dependent on the gaugino mass parameter

M1/2. Therefore, the requirement m�τ1 � m�χ0
1
introduces a correlation between M1/2 and

m0, A0, tanβ. In particular, as m0 increases (for a fixed M1/2 value), A0 must increase

(in absolute value) in order to enhance the stau mixing and reduce its mass, which must

satisfy m�τ1 � m�χ0
1
∝ M1/2. Therefore, whilst scanning over A0 and M1/2 with flat priors,

we limit the scan over m0 to a gaussian distribution around the value predicted by the

linear relations found in [22]. This dramatically increases the efficiency of obtaining points

fulfilling the δm < 0.1GeV requirement. We also checked that points outside the 2σ-band

of the gaussian distribution never satisfy the mass splitting condition.

4.1 Scan Results

For the results presented below we scan (with 14 k points) over the ranges:

−42000GeV < A0 < −1000GeV,

630GeV < M1/2 < 1100GeV and

144GeV < m0 < 463GeV

with tanβ = 10 and µ > 0. The requirements on the stau-neutralino mass splitting

drastically restricts the allowed CMSSM parameter space. In Fig. 6 we show the m0-M1/2

plane along with the corresponding values for the Higgs mass and Ω�χ0h2. All the points

shown satisfy δm < 0.1GeV and contain a neutralino LSP. As we can see, at the right

edge of the points shown, the Higgs mass falls below 120GeV, while for M1/2 � 1TeV,

the neutralino relic density violates Planck’s upper bound. Furthermore, to the left of the

points shown (low m0), the stau becomes the LSP. We also show values for the stau relic

5
This loose interval on the Higgs mass window is due to the large theoretical uncertainties on the Higgs

mass calculation in the MSSM. Furthermore, a more strict choice for the Higgs mass interval would not

change our subsequent results.
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Figure 3. Signal efficiencies for model M3 (left panel) and model M8 (right panel).

comparing the s-channel production of spin 0, 1/2 and 1 particles as well as the t-channel

production of spin 1/2 particles. For the production of BSM particles through longer

decay chains we expect the differences to be even smaller, as the kinematics of the HSCP

are more strongly influenced by the mass spectrum of the model. We hence expect that

neglecting spin effects as well as the effects of the production channels (s-channel versus

t-channel) generates uncertainties of the order of 20% or below. Since these uncertainties

are of the order of other theoretical uncertainties (such as NLO corrections to the sparticles

production cross sections), we consider them acceptable.

3 Using Simplified Models to Constrain Full Models

The efficiency maps described in Sec. 2.4 allows us to compute the predicted signal

cross section (σth) for a given simplified model Mi in one of the four signal regions (SRj):
�
σMi
th

�

SRj

= σMi × �Mi
SRj

, (3.1)

where σMi is the cross section for the simplified model and �Mi
SRj

the respective efficiency

for the signal region SRj . Comparing σth with the experimental upper limit for the signal

cross section in the respective signal region (σUL), it is possible to determine if the sim-

plified model is excluded or not by the experimental searches. However, simplified models

rarely match any model of interest and their usefulness relies on the fact that, under some

approximations, it is possible to decompose a full model in terms of a coherent sum of

simplified models (see Ref. [17] for details). In this case, the full model signal cross section

(σFull
th ) to be confronted with σUL is approximately given by:

�
σFull
th

�

SRj

=
�

i

σ̃Mi × �Mi
SRj

(3.2)

In the above expression σ̃Mi is the corresponding weight for the simplified model Mi in

the full model. These weights are computed by the decomposition procedure, which maps
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▪ Signal efficiencies up to 70%
▪ Efficiencies drop for 
   ▪            (muon-background)
   ▪               (trigger)

showering and hadronization. No detector simulation is performed, since we follow the fast

simulation procedure defined in Ref. [11], where signal acceptances for HSCP candidates

are provided as a function of the HSCP’s kinematics. In order to identify HSCP candidates

in each event we must first apply the following isolation criteria:





charged particles
∆R<0.3�

j

pT
j



 < 50GeV and





visible particles
∆R<0.3�

j

Ej

|p|



 < 0.3 , (2.1)

where the first (second) sum includes all the charged (visible) particles in a cone of

∆R =
�
∆η2 +∆φ2 < 0.3 around the direction of the long-lived particle, pTj denotes

their transverse momenta, Ej their energy and |p| is the magnitude of the long-lived parti-

cle’s three-momentum. In both sums the long-lived particle candidate itself is not included.

As muons release very little energy in the calorimeters they are not considered as visible

particles. The purpose of these isolation requirements is to mimic the event selection used

in the CMS analysis [10]. Long-lived particles failing any of these isolation requirements

are not considered as HSCP candidates.

Once the HSCP candidates are identified, we can compute the signal efficiencies using

the acceptances provided in Ref. [11]. These acceptances are given as probabilities for the

candidate to pass the on- and off-line selection criteria (Pon and Poff) and depend on the

candidate’s pseudo-rapidity η, transverse momentum pT and velocity β. The final signal

efficiency (�) is then given by:

� =
1

N

N�

i

Pon (ki)× Poff (ki) , (2.2)

where Pon (Poff) is the on-line (off-line) probability for each event, the sum runs over

all generated events, N , and ki = (ηi, pTi,βi) contains the kinematic properties for the

HSCP candidate in the ith event. For events containing two HSCP candidates, the above

probabilities must be replaced by [11]

P (2)
on/off(k

1
i ,k

2
i ) = Pon/off(k

1
i ) + Pon/off(k

2
i )− Pon/off(k

1
i )Pon/off(k

2
i ) , (2.3)

where k1,2
i are the kinematical vectors of the HSCPs. There are two main effects governing

Pon/off. On the one hand, the velocity β should considerably deviate from 1 in order to

allow for a discrimination against muons. Hence, for β → 1 the acceptance goes to zero.

On the other hand for too small β (β � 0.45) the particle may not be assigned to the right

bunch crossing anymore. In this case, the trigger efficiencies (online selection) go down

very drastically.

The CMS analysis also requires a minimum reconstructed mass (mrec) for the can-

didate. For the fast simulation method used here, the collaboration provides the Pon/off

probabilities for four distinct mass cuts, which we consider as four different signal regions:

SR0 : mrec > 0GeV, SR100 : mrec > 100GeV,

SR200 : mrec > 200GeV and SR300 : mrec > 300GeV.
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8TeV LHC

→ Use efficiencies for 
     general model

Extending SModelS: Efficiencies

name diagram parameters SUSY topology

M1

mHSCP

mHSCP

mHSCP pp → �χ±
1
�χ±
1

M3
mprod

mprod

mHSCP

mHSCP

mHSCP,mprod pp → �q�q → �χ±
1
�χ±
1

M5
mprod

mprod

mint

mint

mHSCP

mHSCP

mHSCP,mint,mprod pp → �q�q → �χ0�χ0 → �τ1�τ1

M7
mprod

mprod

mint

mHSCP

mHSCP

mHSCP,mint,mprod pp → �χ0�χ±
2
→ �τ1(�χ±

1
→ �τ1)

M8
mprod

mprod

mHSCP

mHSCP

mHSCP,mprod pp → �q�q → �τ1�τ1

Table 1. Definitions of the simplified models with two HSCPs used in this study. In the diagrams

single solid lines denote SM particles or intermediate BSM particles, double solid lines denote the

HSCP.

(pT > 45 GeV) trigger. However, the trigger becomes inefficient when the particle velocity

is too low (β < 0.45) due to the too long delay (> 25 ns) for the particle to reach the muon

system causing a mismatch between the muon system information and the inner tracker

information.

While there is no real standard model background to this search, instrumental back-
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Figure 6. Values for the Higgs mass (top-left), the neutralino relic density (top-right) and the

stau yield (bottom-left) in the m0-M1/2 plane, after requiring δm < 0.1GeV and a neutralino

LSP. In the bottom-right plot we show values for the lightest stau mass (m�τ1) after the additional

constraints on mh and Y 0
�τ have been imposed (see text for details).

abundance, computed according to Eqs. 4.5 and 4.6. As we can see all points allow for the

minimum stau yield required to provide a solution to the
7
Li-problem. Finally, we show

in the bottom-right plot values for the lightest stau mass after imposing all the minimal

conditions listed above. As shown, the constraints on the Higgs mass and the relic density

(as well as δm) imply 200GeV < m�τ1 < 460GeV.

LHC Constraints

After identifying the region of the CMSSM parameter space consistent with Planck

(Ω�χ0h2 < 0.1283), the Higgs mass and the solution to the
7
Li-problem we proceed to

discuss the constraints from MET and HSCP searches at the LHC. As described in Sec. 3,

we have modified the public version of SModelS to include the CMS search for HSCPs.

Within this framework we can simultaneously apply the MET and HSCP constraints to

the CMSSM parameter space. While the MET constraints directly make use of the upper

limits on the production cross sections (for a given simplified model) provided by ATLAS

and CMS, the HSCP constraints use the efficiency maps for the CMS exotic search [11],

as described in Sec. 2.2. Since the cascade decays of the SUSY particles in the scenario
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Figure 6. Values for the Higgs mass (top-left), the neutralino relic density (top-right) and the

stau yield (bottom-left) in the m0-M1/2 plane, after requiring δm < 0.1GeV and a neutralino

LSP. In the bottom-right plot we show values for the lightest stau mass (m�τ1) after the additional

constraints on mh and Y 0
�τ have been imposed (see text for details).

abundance, computed according to Eqs. 4.5 and 4.6. As we can see all points allow for the

minimum stau yield required to provide a solution to the
7
Li-problem. Finally, we show

in the bottom-right plot values for the lightest stau mass after imposing all the minimal

conditions listed above. As shown, the constraints on the Higgs mass and the relic density

(as well as δm) imply 200GeV < m�τ1 < 460GeV.

LHC Constraints

After identifying the region of the CMSSM parameter space consistent with Planck

(Ω�χ0h2 < 0.1283), the Higgs mass and the solution to the
7
Li-problem we proceed to

discuss the constraints from MET and HSCP searches at the LHC. As described in Sec. 3,

we have modified the public version of SModelS to include the CMS search for HSCPs.

Within this framework we can simultaneously apply the MET and HSCP constraints to

the CMSSM parameter space. While the MET constraints directly make use of the upper

limits on the production cross sections (for a given simplified model) provided by ATLAS

and CMS, the HSCP constraints use the efficiency maps for the CMS exotic search [11],

as described in Sec. 2.2. Since the cascade decays of the SUSY particles in the scenario
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▪ Scan (for                   ): 

is highly inconsistent with the experimentally measured Lithium abundance [31]:

�
Li

H

�

exp

= (1.6± 0.3)× 10
−10 . (4.2)

Although some of the proposed solutions to the above discrepancy do not involve new

physics (e.g. stellar depletion or inclusion of new nuclear reactions), these are usually

highly tuned or require modification of nuclear rates well outside the expected uncertain-

ties [32]. A popular alternative is to invoke new physics during BBN, which could explain

a smaller Lithium production rate (or an annihilation of the original Lithium abundance).

A well studied scenario is supersymmetry with long-lived staus (�τ). If �τs are still present

during BBN, they can form bound states with nuclei (such as
7
Li) and deplete the Lithium

abundance, thus providing a viable solution to the Lithium problem. Since such solutions

have been discussed at length in the literature [6, 22, 33–43], here we concentrate on their

features relevant for the LHC searches.

In this work we focus on the case of a neutralino LSP and consider the CMSSM closely

following the discussion presented in Ref. [22]. In order to cover the CMSSM parameter

space we perform a Monte Carlo scan in the input parameters:

m0,M1/2, A0 , (4.3)

where m0 is the universal soft scalar mass, M1/2 is the universal soft gaugino mass and A0

the trilinear soft term, all defined at the unification scale, MGUT � 2× 10
16
GeV. We take

the supersymmetric mass term µ to be positive (µ > 0), while we fix the ratio of the Higgs

vacuum expectation values to be tanβ = 10. We also limit our results to negative values of

A0, since these enhance the radiative corrections to the Higgs mass. Similar results would

be obtained for µ < 0 and A0 > 0 except in this case we would have a larger discrepancy

between the predicted and measured values for the anomalous magnetic moment of the

muon (g − 2)µ. The supersymmetric spectrum is generated with SPheno 3.2.1 [44], the

sparticle production cross sections are computed using Pythia 6 and NLLfast [45–51]

and the neutralino relic abundance is computed with micrOMEGAs 3.0.24 [52].

As computed in Refs. [6, 41], in order to solve the Lithium problem, the stau yield and

life-time must satisfy:

Y 0
�τ � 10

−13
and τ�τ � 1− 100s. (4.4)

The latter condition requires the stau to be nearly degenerate with the LSP, which we

assume to be the lightest neutralino. In particular, the mass difference δm = m�τ1 −m�χ0
1

must be significantly smaller than the τ mass (δm < 0.1 GeV). In this quasi-degenerate

scenario, the stau abundance before its decay is related to the neutralino relic abundance

by [41]

Y 0
�τ �

Y�χ0

2
�
1 + eδm/Tf

� , (4.5)

where Y 0
�τ is the stau yield after freeze-out (and before decay) and Y�χ0 is the final neutralino

yield (after staus have decayed), which can be obtained from its final relic abundance:

Y�χ0 =

�
Ω�χ0h2

2.741× 108

��
GeV

m�χ0
1

�
. (4.6)
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▪ Simplified models versus full simulation:

CMSSM with long-lived τ̃s: LHC Constraints

• How does SMS + efficiencies compare with the full sim?

→ Signal coverage ∼ 90%

Andre Lessa (UFABC - Santo André) ICTP2015 Program on Particle Physics 17 / 19

[JH, Lessa, Quertenmont,1509.00473]

▪ SModelS conservative

▪ Signal coverage: ~90%

The Tip of the CMSSM Co-annihilation Strip


