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& ABOUT M

Michael Witt, B. Sc M. Sc.

until June 2015 department computer laboratory |
administrator -

since July 2015 research associate - project BB-IT-
Boost ~
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w THE PROJECT

OpenStack-installation within the exiting computer
laboratory environment

parallel operation besides ordinary lectures and existing

server infrastructure

. —
enable access for lecturers, students , projects and research =

| ———

easy to use, low maintenance, available 24/7

initiated by Prof. Dr. Hermann Hel3ling - setup a proof of =
concept OpenStack infrastructure and offer it to everybody | .«

I i

who is interested
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ETHE HARDWAR

20 Dell Optiplex-PC, Core i/ 3,4 GHz, 8 GB RAM, 300
GB SSHD partition for virtual machine data

an additional Dell Optiplex-PC used as server, 256 GB

s,

SSD "

e —————

=
g * Systems use dual-boot (Windows 7/ Ubuntu 14.04)

2x gigabit ethernet connected to every machine
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141.45.154.0/24

gridgateway

Labor-Netz
10.10.10.0/24
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machines are ordinary desktop computers, which can
be freely switched on and off by the users

availability and access on weekends and outside the
regular schedule

dual-boot setup (Windows 7/ Ubuntu 14.04)

additional virtualization software VirtualBox

firewalls, packet filter and access restriction rules that
apply when using the public production network
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OPENSTACK INSTALLATION
“ * OpenStack version IceHouse |

. * installed via Ubuntu 14.04 repository packages

* deployed services

* Horizon

* Nova

* Nova Network
* Keystone

* Glance

*» Cinder -

1 @
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OPENSTACK INSTALLATION

Two-node architecture with legacy networking

r, “

Controller Node Compute Node
controlier com pute1

Supporting Services Basic Services

Database Message Broker Compute
MySQL or MariaDB RabbtMQ or Qpid Nova Hypervisor
KVM or QEMU
Nova Networking
Basic Services Optional Services

9 Keystone Cinder Management
Image Service Object Storage Ceilometer Agent
G/&."(‘G

Swift Proxy

ol en | P

Compute Database Service
Nova Management Trove Management
Dashboard Orchestration

Horizon Heat
Telemetry
Ceiometer Core

Network Interfaces

1: Management
10.0.0.31/24

Network Interfaces

1: Management 2 External
10.0.0.11/24 (unnumbered)




OPENSTACK INSTALLATION

pluto21

HTW-Netz
141.45.154.0/24

gridgateway

Labor-Netz
10.10.10.0/24
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pluto21

HTW-Netz
141.45.154.0/24

gridgateway

Labor-Netz
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OPENSTACK INSTALLATION
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pluto21 ComPUte

nodes

HTW-Netz
141.45.154.0/24

gridgateway

Labor-Netz
10.10.10.0/24




compute

pluto21

HTW-Netz
141.45.154.0/24

Labor-Netz
10.10.10.0/24

management network

nodes

gridgateway
=

controller
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controller node
local MySQL server, each OpenStack service uses its own database
installed services: Keystone, Glance, Nova-Management
cinder setup:
exclusive partition for block storage

uses NFS-backend driver to share this partition to compute
nodes

Horizon

new tenant for every user/project

separate tenant networks for each user/project that may be
connected (on demand) to the internal management network
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compute nodes
Wake On Lan
Keystone, Nova, Nova Network

Zustrom scripts that run on boot time to setup
configure and setup services

client OS can be restores from image anytime via
a PXE boot and TFTP image deploy

poublic network authorizes network hardware after

a delay of ~3 minutes -
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‘\USER OPPORTUNITIES

easy to use/reuse/reset virtual machines with
administrative privileges

custom network configurations to teach network
porotocols etc.

allow the deploy of custom os images

can be tailored to match exact the teaching

requirements by the lecturers

Nno support on custom Images




PROOF-OF-CONCEPT

\ manual setup of controller node - manages key services and
orovides internal network access for the OpenStack VMs

single image of a compute node was created by hand and then
deployed via PXE -> nodes configure themselves on boot time
via Init scripts

created a tenant with a test network that has access to the
internal network

setup Wake On Lan infrastructure, gateway access for
registered users using LDAP authentication

deployed the Cirrus-VM to all 20 compute nodes to test
internal communication and network access -> worked :)
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GO-LIVE

each lecturer (that is going to use the laboratory in the upcoming
semester) was send an introduction document introducing the
OpenStack installation

low demand from lecturers and student
low capacity for additional promotion of the new features
reduced availability due to the regular usage of the computer laboratory

conflicts with VirtualBox software -> virtual network devices (network
bridged used by KVM and those from VirtualBox seem to be
incompatable)

IPv6-Floods caused by the nova network service caused all internal

services to stop working for no reason -> deactivation of the OpenStack
service
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CONCLUSION

dedicated high performance server infrastructure is
required

gigabit networking maybe insufficient (depending on
requirement)

don’t use end-user-computers as compute nodes

don’t allow the user to change cables on your

machines!

objectives and requirements have to be cleared at the

beginning of the project -
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