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POINT 5

LHC Startup
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~ Point 5 Control Room

LHC Startup o o

= Synchronization tests Sun 7 - Tue 9 Sept

= Several shots of single bunches
(2.10° p) on collimator ~ 150 m
upstream of CMS
= First snapshots of splash events
= Synchronization of BPTX trigger
(good prep for Wed.)
=  Wednesday 10 September

= Splash events observed from both
beams

= 100-1000 TeV measured in ECAL
and HCAL

= Halo muons observed once beam
started passing through CMS

http://cms-project-cmsinfo.web.cern.ch/
cms-project-cmsinfo/news.html
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LHC Status “:’:"”/\k

Pr———A )

= Geneva, 18 September 2008. [..] On Thursday P / ' N |

night, 11 September, beam two, the anti-clockwise )
beam, was captured and circulated for over half an ‘ sectonenle
hour [...] The next step is to repeat the process for it i J
beam one, and that is set to begin this week. [...] The %,
next stage of the commissioning will be single tum g (e "
studies using beam one, followed by RF captureand 2.7 (7 = Y| Wi~
circulating beam in both rings. Nl & S &

= Geneva, 20 September 2008. During commissioning (without beam) of the final LHC
sector (sector 3-4) at high current for operation at 5 TeV, an incident occurred at mid-
day on Friday 19 September resulting in a large helium leak into the tunnel.
Preliminary investigations indicate that the most likely cause of the problem was a
faulty electrical connection between two magnets [...]

= Geneva, 23 September 2008. [...] the most likely cause of the incident was afaulty electrical
connection between two of the accelerator’s magnets.[...] The time necessary for the
investigation and repairs precludes a restart before CERN’s obligatory winter maintenance
period, bringing the date for restart of the accelerator complex to early spring 2009.
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CMS Status and Plans

= Near future: CMS remains closed
= Establish solenoid magnet operation at 3.8 Tesla
= Remove CASTOR and secure heavy objects (cradle and table)
= Ramp up to operating field (estimated 8-20 October)

= Cosmics Run at Four Tesla (CRAFT)
= Record cosmics data (CRAFT) for 2-4 weeks (starting after 20 Oct)

= Commissioning / stress testing of L1 and HLT triggers
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= Make final decision to open CMS towards end of November after information from subsystems and
infrastructure etc. on elements to be repaired / installed / maintained has been collected.

= Plan for CMS to be ready for LHC on 1st of March 2009
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DESY@CMS

" People
= Group Leader: Kerstin Borras, Wolfram Zeuner
= 16 staff physicists, 6 PostDocs, 7 PhD students, 1 Diploma student
= Young Investigator Group (YIG): (HERA: pdf, LHC: top)
= Two additional YIG applications submitted recently (SuSy / DQM, Higgs / BCM)
= Technical help: engineers & technicians & workshops
= Activities
= Technical Coordination & BCM, CASTOR Calorimeter
= High Level Trigger & DQM, Calibration & Alignment
= Computing, Physics
= CMS Coordinators
= Deputy Technical Coordination (L1): Wolfram Zeuner
= Computing Coordination (L1): Matthias Kasemann
= DQM Software (L2) / Data Certification Group: Andreas Meyer
= Alignment & Calibration (L2) / CSA08 / ECom: Rainer Mankel
= CASTOR Calorimeter: Kerstin Borras
= GRID-Software Deployment Coordination Christoph Wissing

} CMS-Management-Board
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Activities & Network CMS

HERA Community Physics HLT & DAQ .
(SmiX & QCD) =Top physics = HLT Supervisor
= Small-x : <«—— = HLT configuration database
= proton pdf = DAQ shifts
= UE&MI = Remote DQM shifts
Helmholtz University of Hamburg Computing & Software
Russan = oo _o-. = Data Quality Monitoring & Certification
Joint German CMS = Calibration & Alignment
Research University Groups " Management
Group = Software deployment / MC production
Detector Activities Technical Coordination
Helmholtz e CASTOR Calorimeter e Management
Alliance shati 5
* Coordination <«— * Technical Contributions
* Design & construction  Commissioning
* Electronics, DAQ, DCS e Beam Conditions Monitor
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CMS

Technical Coordination Installed:

, I i *Pixel detector
\‘,, Pixel Installation. = <% ECAL Endcap

Ecal Endcap Installation.~ - :CB:,(A:\gITOR

/ A T . CMSclosed

= Long term plan (2010-2014):

= Contribute to the engineering of the upgrade of LHC with a remote technical office (e.g. finite
element calculations)

= Preparatory phase: install necessary infrastructure for an upgrade of the LHC (approved for
European Funding Period 7)
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Beam Condition Monitor

= DESY Zeuthen, responsible for BCM1F:

= Two diamond sensors: 5*5mm?, sCVD (single
crystal chemical vapor deposition), fast r/o

= Allows bunch-by-bunch monitoring of the beam
conditions

= All 8 modules of BCM1F are installed and operational
= Used for first beams on Sept 10
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Waiting for Trigger
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CMS
Beam Condition Monltor Z

Current effort: [_channel 0 |

= Complete and commission DAQ B T T T T o e
= Publish the data to the control rooms 8 w0 Distribution of signal sizes . E
CMS (DQM) and LHC ; ; (integrated ADC spectra) =

= Calibration BT ', ]

= Dataanalysis 1o} ADC spectrum
= Plans (until 2010) ; .

= Exchange of non-radiation hard components [ 1

= Improve time resolution, advance DAQ 'E

=  Study the upgrade of BCM1F to a 050 100 450 200 ~ 250 300 350 400 450

ADC counts

diamond pixel sensor telescope

= Preparation for LHC Lumi upgrade (2010-2014)
= R&D for radiation hard sensors (e.g. CVD diamond, GaAs)
= Redesign of BCM1F to cope with higher fluxes
= Development and test of components for BCM1F
= Overlap with the R&D for a future linear e*e~ collider (FCAL):
= AlIR&D topics are embedded in international projects (BMBF-JINR, CARAD)
= Collaboration with Uni Karisruhe, YIG application
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CASTOR Calorlmeter Z 705_ IIinearitysclzan (ellect on beam)_E
= Installation Milestones passed: % 50? .......................................................................................................................... E
= Test beam analysis 07: CMS-note / : O E
publication in EPJ in preparation S s =

= CASTOR octant produced 20} =

= 3 weeks of data taking in test beams q0L L L .

1 ‘ 1 1 1 | L1 1 | 1 1 1 ‘ 1 1 1 ‘ L1 1
100 120 140 160 180 200
Beam Energy (GeV)

o
N
o
1Y
o
=23
o
=]
o

= Linearity scans down to very low
energy (3 GeV): already within 20%

" full calibration and analysis 08
underway

= Mechanic half shell produced & filled with
one octant installed in CMS

= However, unexpected problems with
magnetic stray field ...

—
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CASTOR Calorimeter

Gaps
(10mm,130mm)
shims missing

Collar shielding

=

Beam pipe
support

CASTOR

._ Collar cradle

— Collar table

- HF Calorimeter

Movable
platform at
beam pipe level
(~15m)

Andreas B. Meyer CMS 66 PRC, 1 October 2008, Zeuthen 12



CASTOR Calorimeter

Magnet ramping:
Collar table moved, fixed
Collar cradle moved, fixed

CASTOR moved & possibly whole assembly
Near future: test ramping with CASTOR removed
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-HLT Supervisor--------«--cc---

High Level Trigger

HLT Supervisor: Run Control and Monitoring of FilterUnits

= Configuration upload, prescale setting, rate monitor

‘HETS HLTS HLTS HETS
= Development and operation since 2006 e
= Refactored version (spring 2008) successfully deployed - ﬂ (e ﬁ ﬂ ﬂ
= Configuration database and browser ﬂl "1 .EU ﬂ.l s .EU R -- ﬂl. EU. ~TFY
Bookkeeping (online) of HLT configurations i
= Inuse for global runs and HLT filter develof;i'?igngtmjmf ali) sTsiela @ ). HLT °°“ﬁ9urati°“ DB : GUI
" Plannedineeded for wide-range of o e & [ e
offline production applications oo E— W YEKEM || DT S
" Plans (2010-2014) S T | | Y
= System upgrade from presently 275 FilterUn tg“:, s sty ey 1 sogumenier D
to complete system (initially 5k FU) T
= Maintain /tune/ refine supervisor :Eitf
and monitoring tools P g
= Extend configuration database for use in offline
= Develop / deploy / maintain interface B
between online and offline :
Andreas B. Meyer — [' , 12




Data Quality Monitoring and Certification

Online DQM Offline DQM
Online DQM Prompt & Alca Reco
Histogram Sim- & Relval Offline DQM
Creation and Filling Histogram Quality Testing
(HLT and StorageManager) Creation and Filling
8 P5 ' Tier0 I g 8 2
i ) Y L =
o £ = S Q S
£ g s £ &
ki T Orcon g ¥ g
[ N7] 2 »
= T S -
= Iy
OMDS
Histo File
Archive  VEM Gl Archive
~ipam! ~IpaM |
- ‘ GUI G | S i GUl ‘7n |
- Pl LA £ belLAl AN
Production Production
Andreas B. Meyer CJIH§ tstarted

Data Certification
Combine DQM with DCS
and DAQ

g & 8
" S S
Q 0= 0=
: 8 3
Orcoff DBS
DQM for [ at CAF
in preparation
Development

CMS

Event
Processing

File Store Database

Visualization
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DQM

e . . . ps: .cern.ch/dq i
= Framework software, standardization, subsystem integration, operation . hi s”cmi‘:.vibiercth/ﬂ mionine s
= online DQM (real time, P5) e

@ Online - Summary - CM... | €) DQMGuiPlan < CMS <

= Tier-0 (prompt reco, alignment/calib, release and simul.-validation) o
CMS data quality Online: 62'815 . 343 . 8973363 . Summary, «1/1»

= CAF (imminent): DQM for automated analysis workflows

6 67 match, 41/1)»
= Tier-1/2 (planned): DQM for all CMS production workflows + RN
= CMS-wide certification of physics- analysis data (DBS) o 1000650160934 7 503 L1 e Lt Re €136 1 g 3
= POG, PAG monitoring (in development) f

1

= DESY contributions: )
1234567591011,12'
=  Convenor of CMS-wide data certification group
. . . HLT - 100.0% - Sep 16, 09:23.44 Hcal - 80.0% - Sep 16, 09:23.44 L1T - 97.8% - Sep 16, 09:23.44

=  |[2-Coordination of DQM software development and operation —- g——_
=  Regular remote DQM shifts from DESY ’ L

1 shift every day established during GR and CRUZET a
*  Maintenance and operation of online DQM s :
= Develop/maintain automatic quality test and error handling system . o swimun  woam swmman ssmom s

" Plans (2010.'2014) DQM GUI: web-based service of histograms:
= Operation/refinement of DQM system and tools same tools / look & feel for all CMS systems and workflows
=  Deploy / operate DQM servers at Tier-1 and Tier-2

=  Remote monitoring: Online, Alignment, Tracker, Physics (YIG)
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CMS Center @ DESY

= Goals:
= Support of CMS data taking from DESY

Online data taking:
Central DQM (P5), shifts

HLT operation, BCM, Tracker DQM

(Hamburg Univ.),
Offline workflows:

Physics data certification,

calibration& alignment,
GRID / NAF operations

i

I__' . 4

S L1 AN 111 A 1 |1 A 1| B

) ', Operations Room (30 m?)
4 workplaces with 2 PC

il |
Ell Sitzungstisch ] U';
i corw 111
=4 (=

| | I [
= [—
= ==
| | I| =
:] l::l
: =
C L
= ==
I | |
— (I
il (=3
| | |
=i (S
=
= | |
! /‘}‘e‘ Meeting 'Réom (23 m?) 159 ;Ezi
| 12 seatsyaudioivideoheamer | |
A 1y

= Input to CMS operation (shifts and local experts): retrieve and feed back info about CMS status

= Central meeting point, enhance contacts within the group and with other CMS groups
= Qutreach: presentation of CMS experiment and results to the public

=  Status:
= Room with test installation in use since Jan 2008

= Regular participation in global runs since July 2008 (DESY (FNAL) covering 1(2) remote shift / day)
= New room is now available and will be ready for shift operation October 15, in time for CRAFT

Andreas B. Meyer
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CMS

mpact Muon Solenold

Alignment/Calibration

AlCaReco
from

P5 _>| Repacking |_>| Reconstruction |_>| AlCaReco skim

= CSAO08 successful proof of functionality with latency ¢,
within specs (1d) to DQM
= AlcaReco production with real data (cosmics, beamhalo):  cwis data quaiity CerNTier-0: 63050 . 18 . 156551 . Everything
= Central production of AlcaReco streams
= established (presently five streams) O RS M e e

ssssss

Chi2_ALCARECOTKAICosmics
Chi2 ALCARECOTKAICosmics  Chi2_ALCARECOTKAICosmicsCTF

= inuse for tracker and muon system alignment Qi ACGCORAO  C1) oL CARECOTKAICosmicsCT
Chi2overDoFVsEta_ALCAREC Entries 18354
Chi2overDoFVsEta ALCAR[Cﬂ 1000~ Mean  72.04

f
to CAF for
> alignment

S

AlCaReco

AlCaReco

=  Improving latencies, calibration results becoming

Chi2overDoFVsEta_ALCAREC!

- ﬂ.l‘ RMS 55.42
available <1 day oenmcacll | oo | L

Chi2overDoFVsPhi_ALCAREC( 'JJ

= AlcaReco DQM: detailed monitoring and validation of cammncee]| |
monitoring output, 1st version integrated (Tier-0) e i
QuoeNTEALS 400

" DESY contributions:
= Coordination of Calibration & Alignment group = .

Chi2overDoF_ALCARECOTKAI [} S I Pl e VSOOI PR

. . Chi2overDoF_ALCARECOTKAI 0 100 200 300 —‘T_4_60 = 44500

= Co-coordination of CSA08 challenge o Chiz of each track
Dist. losestApproachV.
Dist. stApproachV

nceOft

= Tracker Alignment using Millepede T

Savannah shift instructions here
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Tracker Alignment with Millepede

= The DESY group provides in-depth tracking and millepede expertise from HERA experiments
= Close cooperation with Hamburg University and with author of package (V. Blobel)

= Development/deployment of mass production toolkit for MillePede-ll alignment

= Participation in tracker alignment campaigns (CSA08, and real data from Global Runs)

Run 50905 Event 1576, y vs x |

-100

T T
1l A -
NS AREE N
oy RPN
:/3. e

1850 100

100 150
x (cm)

50 0

Andreas B. Meyer
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x2Indof | . :
Commissioning of Alignment workflows
] [ . .
$s000 -  Using Millepede and HIP on CRUZET4 data
= [
° C Jn’1
84000— ||
£ B | Design :<j’>=4.12; r.m.s.=1.97
=]
= B 5l
3000l J _| HIP : <¢*>=1.83 ; rm.s.=1.37
L | : <*>=1.80 ; r.m.s.=1.38
L J 11
20001 L significant improvements
o Lo consistent results
1000— s
: 1 y - __--_______‘—_ """"" "roens, .
LBt o | I L | L i e T | et e
0 2 4 6 8 10
r2ndof
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CMS

Computing

= CMS-wide Coordination tasks
= L1-Coordination
= GRID-Software Deployment Coordination
= Coordination of EcoM Group “Evolution of CMS Computing Model”

" Participation in CCRC08 g
= Tier-2 physics group affiliation: DESY #
= associate physics analysis groups (PAG) £ OB
with Tier-2 centers. Each group “owns” 30TB at one or more Tier-O 5 \ L %

= Additional 60 TB storage pledged by DESY in order to be able to host 2 more PAGs than |n|t|aIIy foreseen

M Failures

= Plan 2010-2014:
= DESY will take responsibility in areas of coordination and organization of distributed data analysis.

= This CMS-wide responsibility extends the role of operating the Tier-2 centre and the National Analysis Facility
for the Germany based LHC data analysis

= Use NAF for CMS centralized analysis data operations, e.g. developments for alignment
(to be organized with Hamburg Univ., Karlsruhe and Aachen)
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Tier-2 Group Affiliation

T2 AT T2BET2 B

FWD phys

QcCD

Higgs

EWK

SUSY 1

Top 1
Exotica

B Physics

Heavy lons

eaamma
Jets/MissET

Muons

B-Tagging 1
Tracker

Tau / Pflow

Trigger DPG

Reserve

Unallocated ?
Current Resources 0 1
2

Fall Resources (*)

1 T2 DE 7

1

1

1

1

1
1

1
1: 3:
1 6

oo,

CMS

2 CH T2 CN T2 EE T2ES T2Fl T2FRT2IT T2 KR T2 PT T2 RU T2 UK T2 US

o
-
S bl
B ¢ I O R e e T B . T N . T = I N N Y N W N S Y

-
»
O
N -

T2_DE (federated Aachen / DESY) host: SuSy, Tracker, FWD Phys, QCD, Top, JetMET
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Recent Computing Performance

jobs per site
CERN-PROD (Geneva,Switzerland) I
unknown; N
USCMS-FNAL-WC1-CE2 (Batavia ,USA)$ | =

GLOW-CMS (Madison ,USA)T

FZK-LCG2 (Karisruhe, Germany)t
USCMS-FNAL-WC1-CE (Batavia USAT___ 1
USCMS-FNAL-WC1-CE4 (Batavia ,USA)t [ 1 ]
Taiwan-LCG2 (Taipel, Taiwan)t | |
Nebraska (Lincoln,NE,USA)t Il

GRIF (Orsay,France)t

IN2P3-CC-T2 (Lyon,France)t
RWTH-Aachen (Aachen, Germany)T
QOT_CMS_T2 (Pasadena ,US)t

DESY-HH (Hamburg,Germany) >
RAL-LCG2 (Oxford, i jajmi

INFN-PISA (Piggfitaly)t [ 1]

INFN-T1 (Bgefna,italy)f [ 1]
| 1]

| |}

IN2P3 - (Lyon.France)t
IFCA-LC Santander,Spain)t
CIEMAT-LCG2 (Madrid,Spain)? ; - ,
DESY Tier-2 250000 500000 750000 1000000 1250000 150000(

number of jobs

[:] submitted l app-succeeded app-failed app-unknown pending running I aborted l cancelled
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Physics

Terascale Physics Program

Experience from HERA /input to ILC

Close cooperation with X, P
= German institutes (Hamburg, Aachen, Karlsruhe)

= Theory Group at DESY

CMS-group main physics topics: Vi, / \‘\\‘A
= Top Quark Physics (cross section measurements, top mass, angular dlstrlbutloné3
= 4 PhD students, 3 Diploma students, 2 PostDoc, 2 staff (part time)

= QCD (understand, predict, describe background to new physics)

March 2008
T

= 1 PhD student, 2 PostDoc, 2 staff (part time) I s 'n:x g;LV[)a:lO,q prel)
687 CL

Plan for 2010-2014: Extend physics program (in coord. with Univs.) é cos |'/ﬂ\"f y

covering the full kinematic range E u'

= Two applications for Young Investigator Groups have been submitted MERE” ]
- Susy | .]Fl41(5%\.V‘.I’;.I|Iﬁ:ﬁl['ﬁ\ . w00 |
= Hi 150 175 200

nggs m, [GeV]
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Physics
QCD

= Parton Distributions: proton structure
DGLAP / BFKL / CCFM dynamics

= small-x dynamics:
= parton saturation
= multi-parton scattering
= underlying event

particle multiplicity in transv. region

—
S Eas7>1000 GeV
< 15
2
Z
= 10 top
5 min bias
0
CMS
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—
Q
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—t —
e ©
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Q
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—h
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~

CMS/i’g

BFKL-like
—— ARIADNE CTEQ6L
ARIADNE CTEQ6.5

rrrrrrr
rrrrrrr

rrrrrrr

------- PYTHIA CTEQS6L
= PYTHIA CTEQ6.5 (with pdf. uncert)

DGLAP-like

------

A
P,
A
A
et

—
o
(o]

Proton

Underlying Event

1000 1500 2000 2500 3000 3500 4000 4500 5000

Ecastor (GeV)

Multiple Parton Interactions
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Outgoing Parton Outgoing Parton
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Activities & Network (2010-2014)

HERA Community Physics HLT & DAQ
(SmiX & QCD) =Top physics = HLT Supervisor
= proton pdf, MPI, UE = HLT configuration database
= Higgs if YIG 1) = DAQ shifts
= SUSY (f YIG 2) = Remote DQM shifts
Uiy oFHAmTE. Computing & Softar
Helmholtz German CMS = Data Quality Monitoring (online, Tier 0,1.2)
Russian Uni itv G = Certification (POG, PAG)
Joint versity (roups = Calibration & Alignment
Research | | memememmmmmaaaaao = Management
Group Alliance Detector Lab x = Tier-2 Operation
Detector Activities Technical Coordination
CASTOR last data e Management / TC Office for sLHC
* Tracker upgrade <«—> o Technical Contributions
* HCAL upgrade  Beam Conditions Monitor
(under disc.) operations and upgrade
Andreas B. Meyer CMS
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Tracker Upgrade

= Luminosity Upgrade sLHC

= Challenge in radiation and
occupancy

= Reduction of material
desirable

= R&D at German universities
in context of interational CMS tracker consortium
started or ongoing e.g. for

= Sensor material: special silicon crystals to be extremely rad-hard

= Sensor layout: readout ASIC on top of sensor, variable lengths of sensor strips to cope with increased
track density at smaller radii

= New schemes for cooling (COz) and powering: minimize current for readout and minimize material
budget for support

Aim for a demonstrator: investigate performance and rad-hardness
Andreas B. Meyer CMS 66 PRC, 1 October 2008, Zeuthen 26



Tracker Upgrade

Inter-Pixel Daisy-Chaining
Along Pixel Length / Across Pixel Length

I- -III- 64, 32, 21,16
I Pixels Long

Prototype of a substructure
for several tests on cooling,
powering, noise, etc.

l I|I | ’ﬂpﬁ‘

16 17

= Possible contributions and provision of special technical support
= Studies for stability with finite element methods
=  Simulations
= Precision mounting and bonding
= Quality control
= Testbeams using EUDET telescope

Support of the German groups / detector-lab within infrastructure of the Terascale Alliance
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HCAL Upgrade

Under discussion

= Radiation damage in innermost layers

. ) Single layver behind the magnet HCAL readout module
Reduce occupancy of innermost layer 4 fibers per tile 4 fibers per tile

= Timing needed for non-collision
background suppression

= HPD discharges

= Use novel technology of SiPM as new
read-out device

= Higher granularity — improved resolutio
through weighting methods

Had Barrel: HB
Had Endcaps:HE
Had Forward: HF

19 pixel
diode

Also ZDC, CASTOR
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CMS

HCAL Upgrade

Possible DESY contributions under discussion

= Simulation and reconstruction for finer granularity
Collaboration with Hcal calibration group (Hamburg University)

= Adaptation of weighting algorithms for improved resolution
Transfer of H1 knowledge

= Cooperation in handling of SiPM, e.g. characterization, radiation
hardness, quality control, calibration, interplay with r/o

electronics efc.

Synergy with ILC-Hcal group’s vast experience from ILC R&D,
large scale application for technology

= Participation in the upgrade for the HO layer - potential common
project between the Hcal and the muon detector groups: muon

fast track tag

Close collaboration with two groups of RWTH Aachen, studying
the option of scintillator tiles with SiPM for medium muon layer

Participation in Hcal upgrade: complements the activities of the German groups
in Tracker and Muon, provide competence in calorimetry for later data analysis.
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: CcMS, |
Conclusions

= Activities / deliverables in commissioning and operating the experiment,
taking advantage of special DESY expertise staff/seniors
Tech. Coord., BCM, CASTOR, HLT, DQM, Alignment/Calibration, Remote DQM shifts

= Several DESY staff members have coordination responsibilities at CMS level
= Close cooperation with German universities established (Hamburg, Karlsruhe and Aachen)

= Future: long term contributions providing specific expertise (technical and physics)

= Detector operation, optimization, software development and maintenance, analysis preparation:

= Central CMS-wide services
Trigger-DAQ / DQM / Calibration & Alignment

= Physics analysis and Computing:
= Physics analyses with focus on Top-Quark and QCD (SuSy and Higgs planned)

= Host, prepare, support and perform physics-analyses using NAF
coordinated with Hamburg Univ., Karisruhe and Aachen

= Contributions to Tracker, Hcal and BCM detector upgrades for sSLHC
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