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where partial derivatives act on any term on the right, and we recall
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4 lattice talk
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Gauge perturbation
theory

� ⌧ 1 (4.4)
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f(�) = � a0 + �2 a1 + · · · (4.6)
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Quantum 
superstrings

Integrability
/ Localization

> from integrability    
> from supersymmetric localization 

Motivation
 
Beautiful recent progress in AdS/CFT: for some gauge theory ``observables’’ 

 (particular classes of Wilson loops, dimensions and amplitudes,  or equivalently 
 string minimal surfaces and energies of string states) exact results can be obtained

see the SO(6) symmetry transformations. It is a non-trivial check of the code, the code has

to respect the symmetry!

G5 plays the same role of �5 in QCD. It is a matrix that squares to 1, has determinant 1,

is hermitian or antihermitian itself has eigenvalues ±1 5.

We start with the lagrangean in [Giombi]

—–

f(�) = a�+ b�2 + · · · (5.1)

f(�) = c
p
�+ d+ e

1p
�
+ · · · (5.2)

5If it squares to 1 means it has eigenvalues +1 and �1. If it is diagonalizable (condition necessary and

su�cient to be diagonalizable is that it commutes with the adjoint, and here this condition is ensured by the

fact that it is hermitian or antihermitian, and thus since it certainly commutes with itself, which is + or minus

the adjoint, it is diagonalizable) and it’s traceless, then the +1 and �1 eigenvalues are exactly equal in number.
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> from integrability   (assumed, just classical string theory) 
> from supersymmetric localization (BPS quantities, not in string theory)

?

Question: can genuine 2d QFT cover the finite-coupling region?

Gauge perturbation
theory

Quantum 
superstrings
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Beautiful recent progress in AdS/CFT: for some gauge theory ``observables’’ 

 (particular classes of Wilson loops, dimensions and amplitudes,  or equivalently 
 string minimal surfaces and energies of string states) exact results can be obtained



                    > no gauge fields, only scalars (anticommuting)

                    > “strong coupling” analytically known (perturbative             SYM theory)N = 4

> 2d: computationally cheap 

 > no world-sheet susy (Green-Schwarz), local symmetries are fixed.

Lattice and AdS/CFT:  existing program for gauge theory, 

[Catterall et al.]
main issue is susy - good results at weak coupling. 
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Lattice 4d 
N=4 SYM 

  Lattice 2d
GS string ws

Lattice study of Green-Schwarz string worldsheet σ-model in AdS5xS5 

[McEowan Roiban 13]

assumptions-free, potentially powerful tool to test integrability, localization, AdS/CFT.



The model in
perturbation theory



AdS5 S5x

Sigma-model on g�1@↵g = J↵0 + J↵1 + J↵2 + J↵3J↵ =G/H =
PSU(2, 2|4)

SO(1, 4)⇥ SO(5)
,
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                     hidden integrability.
and fermionic (  -), local bosonic (diffeomorphism)Symmetries: global                      PSU(2, 2|4)

Green-Schwarz string in AdS5xS5 + RR flux

[Metsaev Tseytlin 1998]



AdS5 [Metsaev Tseytlin 1998]S5x
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Highly non-linear, to quantize it use semiclassical methods.
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⇥
E0 +

E1

g
+

E2
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+ · · ·

i
g =

p
�

4⇡
=
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Green-Schwarz string in AdS5xS5 + RR flux perturbatively

classical, 1 loop, 2 loops...



> 2 loops is the current limit: ``homogenous’’ configurations, AdS lc gauge-fixing. 

[Kruczenski Tirziu 08] [VF Giangreco Griguolo Seminara Vescovi, 15]

unitarity cuts in d=2

[Bianchi VF Hoare 13] [Engelund Roiban 13] [Bianchi Hoare 14]

Efficient alternative to Feynman diagrams: 

Highly non-linear, to quantize it use semiclassical methods.

X = Xcl + X̃ E = g
⇥
E0 +

E1

g
+

E2

g2
+ · · ·

i
g =

p
�

4⇡
=

R2

4⇡↵0

Green-Schwarz string in AdS5xS5 + RR flux perturbatively

for on-shell objects (worldsheet S-matrix):

[Bres Bianchi2 VF Vescovi 14][Giombi Ricci Roiban Tseytlin 09]

> Only for restricted class an explicit, analytic form of one-loop partition function

 > General description of fluctuations in terms of background geometry
[Drukker Gross Tseytlin] [VF Giangreco Griguolo Seminara Vescovi 15]

[VF w/ Beccaria Dunne Tseytlin, Drukker, Giangreco Ohlson Sax  Vescovi .... ]

   (for BPS cases - e.g. dual to circular Wilson loop - discrepancy with known result).

[Buchbinder Tseytlin 14]

[Pando-Zayas Trancanelli et al.16]



Beyond perturbation theory
Emmy Noether group (L. Bianchi, VF,  E. Vescovi), M. S. Bianchi

arXiv:1602.xxxxxarXiv:1601.04670

+ B. Leder



Test observable: cusp anomaly of N=4 SYM

Expectation value of a light-like cusped Wilson loop

hW [Ccusp]i ⇠ e�f(g)� ln
LIR
✏UV

Zcusp =

Z
[D�X][D�✓] e�SIIB(Xcusp+�X,�✓) = e��eff

AdS/CFT

Completely solved via integrability                                           .[Beisert Eden Staudacher 2006]

[Giombi Ricci Roiban Tseytlin 2009]

  In Poincaré patch (boundary at z=0)

the “cusp” (                                 ) classical solution is

ds
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2�

String partition function with ``cusp’’ boundary conditions  



Test observable: cusp anomaly of N=4 SYM

Expectation value of a light-like cusped Wilson loop

hW [Ccusp]i ⇠ e�f(g)� ln
LIR
✏UV

Zcusp =

Z
[D�X][D�✓] e�SIIB(Xcusp+�X,�✓) = e��eff

AdS/CFT

�e↵ = �(0) + �(1) + �(2) + ...

= V g (a0 +
a1
g

+
a2
g2

+ ...) ⌘ V f(g) V =

Z 1

0
dt

Z 1

0
ds

= e�f(g)V

Completely solved via integrability                                           .[Beisert Eden Staudacher 2006]

Evaluated perturbatively
String partition function with ``cusp’’ boundary conditions  
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LIR
✏UV
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Z
[D�X][D�✓] e�SIIB(Xcusp+�X,�✓) = e��eff

AdS/CFT

�e↵ = �(0) + �(1) + �(2) + ...

= V g (a0 +
a1
g

+
a2
g2

+ ...) ⌘ V f(g) V =

Z 1

0
dt

Z 1

0
ds

= e�f(g)V

Completely solved via integrability                                           .[Beisert Eden Staudacher 2006]

Perturbation theory:

Our simulated
  observablehSi =

R
[D�X][D�✓]S e�S

R
[D�X][D�✓] e�S

= �g
d lnZ

dg
= V g

df

dg

A lattice approach prefers expectation values 



Simulations in lattice QFT 

Goal: expectation value of some functional of field variables

hAi = 1

Z

Z
[D�]A[�] e�S[�] Z =

Z
[D�] e�S[�]

Spacetime grid with lattice spacing a = const.

Natural regularization: momenta in the first Brillouin zone B = {�⇡

a
< p↵  ⇡

a
}

and the PI becomes a multidimensional integral [D �] =
Y

n

d�n

If 0  n0  N � 1

0  n1  N � 1

so that lattice size in each direction is Na = L

Statistical system with N2 dof and Hamiltonian S
that one can study with Montecarlo simulation.

Then 

@µ� �! 1

a

h
f(⇠ + a~µ)� f(⇠)

i

Sdiscr

Z Y

n

d�n e
� ⇠

fields are defined on sites � ⌘ �nDefinition of the PI measure:

⇠↵ = (⌧,�) ⌘ (a n0, a n1) ⌘ a n⇤ = aZ2 = {⇠ | ⇠↵/a 2 Z} so that



Montecarlo approach: generate a number (K) of field configurations

or ensemble {�1, ...,�K} P [�i] =
e�SE [�i]

Z
each weighted with a probability

hAi =
Z
[D�]P [�]A[�] =

1

K

KX

i=1

A[�i] +O
⇣ 1p

K

⌘
Ensemble average:

Simulations in lattice QFT 



Montecarlo approach: generate a number (K) of field configurations

or ensemble {�1, ...,�K} P [�i] =
e�SE [�i]

Z
each weighted with a probability

hAi =
Z
[D�]P [�]A[�] =

1

K

KX

i=1

A[�i] +O
⇣ 1p

K

⌘
Ensemble average:

Graßmann-odd fields are formally integrated out, 
P [�i] =

e�SE [�i]

Z

> action must be quadratic in fermions (linearization via auxiliary fields)  

> their determinant must be positive

detOF !
q

det(OFO†
F ) =

Z
D⇣D⇣̄ e�

R
d2⇠ ⇣̄(OFO†

F )�1/2⇣

Potential ambiguity!

detOF
their determinant becomes part of the weight:

Simulations in lattice QFT 

⌘ Introduce auxiliary fields
(7 complex bosons)  

Here:



The simulation: final lagrangean 

GS string in AdS5xS5 cusp background (AdS light-cone gauge, after linearization)

17.5 The final action to be discretized

After the introduction of the auxiliary scalar field � and an SO(6) vector field �M obeying

�̃ = �
p
2

z̃
⌘̃2, �̃M = �

p
2

z̃2
z̃N ⌘̃i⇢

MNi
j ⌘̃

j (17.18)

the lagrangean reads

L = |@tx̃+
1

2
x̃|

2

+
1

z̃4
|@sx̃� 1

2
x̃|

2

+ (@tz̃
M +

1

2
z̃M )2 +

1

z̃4
(@sz̃

M � 1

2
z̃M )2

+
1

2
�̃2 +

1

2
(�̃M )2 +  TM (17.19)

namely there is the auxiliary part in blue and we could finally put the fermions in the quadratic

form by defining a 16 component field  ⌘ (✓̃i, ✓̃i, ⌘̃i, ⌘̃i) (each ✓ and ⌘ is a 4 component vector)

and M is a 16⇥ 16 matrix that, accordingly, we write in a 4⇥ 4 form

M =

0

B

B

B

B

@

0 i@t �i⇢M
�
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1
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z̃3
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�
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z̃3

i z̃
M

z̃3
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�
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z̃4
⇢†M
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⇤
⌘
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C

C

C

C

A

Ai
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1p
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�̃M⇢
MNi

j z̃N � 1p
2z̃
�̃ �ij + i

z̃N
z̃2
⇢MNi

j @tz̃
M

The point of putting  T and not  ̄ is that  contains both ✓i, ⌘i and their complex conjugates

(✓i)† ⌘ ✓i, (⌘i)† = ⌘i, so it is a complex object but with a redundant content. Only half of the

degrees of freedom of  is truly independent. In the path integral, this is a gaussian integral

that contributes with (detM)1/2. Namely these are complex objects but still they

contribute with a determinant with a square root. The point is that they are complex

but redundant, there is a complex variable and its conjugate as well, therefore there must be a

1/2 in the determinant. One can understand this in a clearer way if I pass to all real variables

as in Edoardo file. Then they are really like Majorana fermions.

17.5.1 Lattice

As we want to discretize the string worldsheet, we use a 2-dimensional lattice. Formally, every

field �(�) is defined on the points � 2 ⇤ of a square lattice

⇤ = aZ2 = {�|�a/a 2 Z} (17.20)

17.5.2 Weak coupling analysis

17.6 The simulation (Bjoern)
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with

action has manifest U(1)⇥SO(6) ' U(1)⇥SU(4) symmetry. The fields zM are neutral

under U(1), ✓i and ⌘i have opposite charges and the charge of ⌘i is half the charge of x.

• The action is mostly quartic in fermions (quadratic in ✓ and quartic in ⌘) Note that

while the ✓’s and ⌘’s enter diagonally in the kinetic term, they are mixed in the WZ

term

• (more) (⇢†M )ij is here indicating the upper o↵-diagonal block (⇢M )ij (carrying upper

indices). The six 4 ⇥ 4 matrices (⇢M )ij represent the o↵-diagonal blocks of the SO(6),

8⇥ 8 Dirac matrices �M in the chiral representation

�M ⌘
 

0 ⇢†M
⇢M 0

!

=

 

0 (⇢M )ij

(⇢M )ij 0

!

(17.15)

The two o↵-diagonal blocks, carrying upper and lower indices respectively, are related by

(⇢M )ij = �(⇢Mij )
⇤ ⌘ (⇢Mji )

⇤, so that indeed the block with upper indices is the conjugate

transpose of the block with lower indices.

• Notice that this l.c. gauge-fixed euclidean action is not real because of the term with

square brackets, since (i[...+ h.c.])† = �i(...+ h.c.).

17.3.2 Cusp anomaly

The solution dual to the null cusp is obtained via the Ansatz 23

z =

r

⌧

�
, x+ = ⌧ x� = � 1

2�
x1 = x2 = 0 . (17.16)

This corresponds, on the boundary z = 0, to a euclidean world surface 24 of an open string

ending on the AdS boundary, on a cusp - since x+x� = �z2/2 25.

Q: what is an euclidean surface?

The action evaluated on this solution is

If one wants to proceed perturbatively, one has to expand in the fields.. At one loop one

gets determinants, at two loops goes ahead with Feynman diagram

four-dimensional case one has

�µ =

 
0 �µ

�̄µ 0

!
, �µ

↵↵̇ = (i ⌧1, i⌧2, i⌧3,�1)↵↵̇ (17.13)

where the �-matrices consist of the usual Pauli-matrices satisfy the reality properties

[�µ
↵↵̇]

† = �µ↵̇↵, [�µ↵̇
↵ ]† = ��µ↵

↵̇ . (17.14)

Recall that spinor representation of SO(6) is the fundamental of SU(4)
23One starts from z2 = �2x+x� which is meaningful (see footnote below) and using x+ = ⌧ plus the

non-conformal gauge (17.5) in the Virasoro constraints one gest x� = � 1
2� .

24Euclidean...see Kruczensky.
25Looking at equation x+x� = 0, it is either x+ = 0 or x� = 0, namely the straight lines forming the

light-cone, on a plane these two lines intersect forming a cusp – recall that one takes only positive ⌧ = t – since

we are on the light-cone this is a null cusp.
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where are off-diagonal blocks of SO(6) Dirac matrices

action has manifest U(1)⇥SO(6) ' U(1)⇥SU(4) symmetry. The fields zM are neutral

under U(1), ✓i and ⌘i have opposite charges and the charge of ⌘i is half the charge of x.

• The action is mostly quartic in fermions (quadratic in ✓ and quartic in ⌘) Note that

while the ✓’s and ⌘’s enter diagonally in the kinetic term, they are mixed in the WZ

term

• (more) (⇢†M )ij is here indicating the upper o↵-diagonal block (⇢M )ij (carrying upper

indices). The six 4 ⇥ 4 matrices (⇢M )ij represent the o↵-diagonal blocks of the SO(6),
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The two o↵-diagonal blocks, carrying upper and lower indices respectively, are related by

(⇢M )ij = �(⇢Mij )
⇤ ⌘ (⇢Mji )

⇤, so that indeed the block with upper indices is the conjugate

transpose of the block with lower indices.

• Notice that this l.c. gauge-fixed euclidean action is not real because of the term with

square brackets, since (i[...+ h.c.])† = �i(...+ h.c.).
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The solution dual to the null cusp is obtained via the Ansatz 23

z =
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, x+ = ⌧ x� = � 1
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x1 = x2 = 0 . (17.16)

This corresponds, on the boundary z = 0, to a euclidean world surface 24 of an open string

ending on the AdS boundary, on a cusp - since x+x� = �z2/2 25.

Q: what is an euclidean surface?

The action evaluated on this solution is

If one wants to proceed perturbatively, one has to expand in the fields.. At one loop one

gets determinants, at two loops goes ahead with Feynman diagram

four-dimensional case one has
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Recall that spinor representation of SO(6) is the fundamental of SU(4)
23One starts from z2 = �2x+x� which is meaningful (see footnote below) and using x+ = ⌧ plus the

non-conformal gauge (17.5) in the Virasoro constraints one gest x� = � 1
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17.5 The final action to be discretized

After the introduction of the auxiliary scalar field � and an SO(6) vector field �M obeying

�̃ = �
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2

z̃
⌘̃2, �̃M = �
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z̃2
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the lagrangean reads
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namely there is the auxiliary part in blue and we could finally put the fermions in the quadratic
form by defining a 16 component field  ⌘ (✓̃i, ✓̃i, ⌘̃i, ⌘̃i) (each ✓ and ⌘ is a 4 component vector)
and M is a 16⇥ 16 matrix that, accordingly, we write in a 4⇥ 4 form
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The point of putting  T and not  ̄ is that  contains both ✓i, ⌘i and their complex conjugates
(✓i)† ⌘ ✓i, (⌘i)† = ⌘i, so it is a complex object but with a redundant content. Only half of the
degrees of freedom of  is truly independent. In the path integral, this is a gaussian integral
that contributes with (detM)1/2. Namely these are complex objects but still they
contribute with a determinant with a square root. The point is that they are complex
but redundant, there is a complex variable and its conjugate as well, therefore there must be a
1/2 in the determinant. One can understand this in a clearer way if I pass to all real variables
as in Edoardo file. Then they are really like Majorana fermions.

17.5.1 Lattice

As we want to discretize the string worldsheet, we use a 2-dimensional lattice. Formally, every
field �(�) is defined on the points � 2 ⇤ of a square lattice

⇤ = aZ2 = {�|�a/a 2 Z} (17.20)

17.5.2 Weak coupling analysis

17.6 The simulation (Bjoern)

40

i = 1, · · · , 4 and, it is 

[Metsaev Tseytlin 00, Metsaev Thorn Tseytlin 00] [Giombi Ricci Tseytlin  09] [Roiban  McEowan 13]



> Keep track of dimensionful parameters (subject to renormalization): m ⇠ P+

> A naive regularization leads to “fermion doublers”: add “Wilson term” to the action.
 Explicit SO(6) symmetry breaking: we study SO(6) singlets,
 and this might only affect the way  the continuum limit is taken 

The simulation: final lagrangean 
17.5 The final action to be discretized

After the introduction of the auxiliary scalar field � and an SO(6) vector field �M obeying

�̃ = �
p
2

z̃
⌘̃2, �̃M = �

p
2

z̃2
z̃N ⌘̃i⇢

MNi
j ⌘̃

j (17.18)

the lagrangean reads

L = |@tx̃+
1

2
x̃|

2

+
1

z̃4
|@sx̃� 1

2
x̃|

2

+ (@tz̃
M +

1

2
z̃M )2 +

1

z̃4
(@sz̃

M � 1

2
z̃M )2

+
1

2
�̃2 +

1

2
(�̃M )2 +  TM (17.19)

namely there is the auxiliary part in blue and we could finally put the fermions in the quadratic

form by defining a 16 component field  ⌘ (✓̃i, ✓̃i, ⌘̃i, ⌘̃i) (each ✓ and ⌘ is a 4 component vector)
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The point of putting  T and not  ̄ is that  contains both ✓i, ⌘i and their complex conjugates

(✓i)† ⌘ ✓i, (⌘i)† = ⌘i, so it is a complex object but with a redundant content. Only half of the

degrees of freedom of  is truly independent. In the path integral, this is a gaussian integral

that contributes with (detM)1/2. Namely these are complex objects but still they

contribute with a determinant with a square root. The point is that they are complex

but redundant, there is a complex variable and its conjugate as well, therefore there must be a

1/2 in the determinant. One can understand this in a clearer way if I pass to all real variables

as in Edoardo file. Then they are really like Majorana fermions.

17.5.1 Lattice

As we want to discretize the string worldsheet, we use a 2-dimensional lattice. Formally, every

field �(�) is defined on the points � 2 ⇤ of a square lattice

⇤ = aZ2 = {�|�a/a 2 Z} (17.20)

17.5.2 Weak coupling analysis

17.6 The simulation (Bjoern)
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with

action has manifest U(1)⇥SO(6) ' U(1)⇥SU(4) symmetry. The fields zM are neutral

under U(1), ✓i and ⌘i have opposite charges and the charge of ⌘i is half the charge of x.

• The action is mostly quartic in fermions (quadratic in ✓ and quartic in ⌘) Note that

while the ✓’s and ⌘’s enter diagonally in the kinetic term, they are mixed in the WZ

term

• (more) (⇢†M )ij is here indicating the upper o↵-diagonal block (⇢M )ij (carrying upper

indices). The six 4 ⇥ 4 matrices (⇢M )ij represent the o↵-diagonal blocks of the SO(6),

8⇥ 8 Dirac matrices �M in the chiral representation

�M ⌘
 

0 ⇢†M
⇢M 0

!

=

 

0 (⇢M )ij

(⇢M )ij 0

!

(17.15)

The two o↵-diagonal blocks, carrying upper and lower indices respectively, are related by

(⇢M )ij = �(⇢Mij )
⇤ ⌘ (⇢Mji )

⇤, so that indeed the block with upper indices is the conjugate

transpose of the block with lower indices.

• Notice that this l.c. gauge-fixed euclidean action is not real because of the term with

square brackets, since (i[...+ h.c.])† = �i(...+ h.c.).

17.3.2 Cusp anomaly

The solution dual to the null cusp is obtained via the Ansatz 23

z =

r

⌧

�
, x+ = ⌧ x� = � 1

2�
x1 = x2 = 0 . (17.16)

This corresponds, on the boundary z = 0, to a euclidean world surface 24 of an open string

ending on the AdS boundary, on a cusp - since x+x� = �z2/2 25.

Q: what is an euclidean surface?

The action evaluated on this solution is

If one wants to proceed perturbatively, one has to expand in the fields.. At one loop one

gets determinants, at two loops goes ahead with Feynman diagram

four-dimensional case one has

�µ =

 
0 �µ

�̄µ 0

!
, �µ

↵↵̇ = (i ⌧1, i⌧2, i⌧3,�1)↵↵̇ (17.13)

where the �-matrices consist of the usual Pauli-matrices satisfy the reality properties

[�µ
↵↵̇]

† = �µ↵̇↵, [�µ↵̇
↵ ]† = ��µ↵

↵̇ . (17.14)

Recall that spinor representation of SO(6) is the fundamental of SU(4)
23One starts from z2 = �2x+x� which is meaningful (see footnote below) and using x+ = ⌧ plus the

non-conformal gauge (17.5) in the Virasoro constraints one gest x� = � 1
2� .

24Euclidean...see Kruczensky.
25Looking at equation x+x� = 0, it is either x+ = 0 or x� = 0, namely the straight lines forming the

light-cone, on a plane these two lines intersect forming a cusp – recall that one takes only positive ⌧ = t – since

we are on the light-cone this is a null cusp.
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where are off-diagonal blocks of SO(6) Dirac matrices
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• Notice that this l.c. gauge-fixed euclidean action is not real because of the term with

square brackets, since (i[...+ h.c.])† = �i(...+ h.c.).
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The solution dual to the null cusp is obtained via the Ansatz 23
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2�
x1 = x2 = 0 . (17.16)

This corresponds, on the boundary z = 0, to a euclidean world surface 24 of an open string

ending on the AdS boundary, on a cusp - since x+x� = �z2/2 25.

Q: what is an euclidean surface?

The action evaluated on this solution is

If one wants to proceed perturbatively, one has to expand in the fields.. At one loop one

gets determinants, at two loops goes ahead with Feynman diagram

four-dimensional case one has

�µ =

 
0 �µ

�̄µ 0

!
, �µ

↵↵̇ = (i ⌧1, i⌧2, i⌧3,�1)↵↵̇ (17.13)

where the �-matrices consist of the usual Pauli-matrices satisfy the reality properties

[�µ
↵↵̇]

† = �µ↵̇↵, [�µ↵̇
↵ ]† = ��µ↵

↵̇ . (17.14)

Recall that spinor representation of SO(6) is the fundamental of SU(4)
23One starts from z2 = �2x+x� which is meaningful (see footnote below) and using x+ = ⌧ plus the

non-conformal gauge (17.5) in the Virasoro constraints one gest x� = � 1
2� .

24Euclidean...see Kruczensky.
25Looking at equation x+x� = 0, it is either x+ = 0 or x� = 0, namely the straight lines forming the

light-cone, on a plane these two lines intersect forming a cusp – recall that one takes only positive ⌧ = t – since

we are on the light-cone this is a null cusp.
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17.5 The final action to be discretized

After the introduction of the auxiliary scalar field � and an SO(6) vector field �M obeying

�̃ = �
p
2

z̃
⌘̃2, �̃M = �

p
2

z̃2
z̃N ⌘̃i⇢

MNi
j ⌘̃

j (17.18)

the lagrangean reads

L = |@tx̃+
1

2
x̃|

2

+
1

z̃4
|@sx̃� 1

2
x̃|

2

+ (@tz̃
M +

1

2
z̃M )2 +

1

z̃4
(@sz̃

M � 1

2
z̃M )2

+
1

2
�̃2 +

1

2
(�̃M )2 +  TM (17.19)

namely there is the auxiliary part in blue and we could finally put the fermions in the quadratic
form by defining a 16 component field  ⌘ (✓̃i, ✓̃i, ⌘̃i, ⌘̃i) (each ✓ and ⌘ is a 4 component vector)
and M is a 16⇥ 16 matrix that, accordingly, we write in a 4⇥ 4 form

M =

0

B

B

B

B

@

0 i@t �i⇢M
�
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2

�

z̃M
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�
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i z̃
M
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M
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M

�

@sx̃� x̃
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�
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M
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†
M

�
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2

�

i@t +A �2 z̃M

z̃4 ⇢
†
M

⇣

@sx̃⇤ � x̃
2

⇤
⌘

1

C

C

C

C

A

Ai
j =

1p
2z̃2

�̃M⇢
MNi

j z̃N � 1p
2z̃
�̃ �ij + i

z̃N
z̃2
⇢MNi

j @tz̃
M

The point of putting  T and not  ̄ is that  contains both ✓i, ⌘i and their complex conjugates
(✓i)† ⌘ ✓i, (⌘i)† = ⌘i, so it is a complex object but with a redundant content. Only half of the
degrees of freedom of  is truly independent. In the path integral, this is a gaussian integral
that contributes with (detM)1/2. Namely these are complex objects but still they
contribute with a determinant with a square root. The point is that they are complex
but redundant, there is a complex variable and its conjugate as well, therefore there must be a
1/2 in the determinant. One can understand this in a clearer way if I pass to all real variables
as in Edoardo file. Then they are really like Majorana fermions.

17.5.1 Lattice

As we want to discretize the string worldsheet, we use a 2-dimensional lattice. Formally, every
field �(�) is defined on the points � 2 ⇤ of a square lattice

⇤ = aZ2 = {�|�a/a 2 Z} (17.20)

17.5.2 Weak coupling analysis

17.6 The simulation (Bjoern)
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i = 1, · · · , 4 and, it is 

m



The simulation: parameter space

In the continuum model there are two parameters,                 and                .            g =

p
�

4⇡
m ⇠ P+

In perturbation theory divergences cancel, dimensionless quantities are pure

F = F (g)

 Three dimensionless (input) parameters:  

g , N ⌘ L

a
, M ⌘ am

Therefore 
FLAT = FLAT(g,N,M)

Assume it is true nonperturbatively  for lattice regularization. 

.

Our discretization cancels (1-loop) divergences, and reproduces the 1-loop cusp anomaly

L2 = (N a)2= V(box size                              )

functions of the (bare) coupling

a Only additional scale:  lattice spacing 



In the continuum,  “effective” masses of  field excitations undergo a finite renormalization 

The simulation: continuum limit (           )a ! 0

Dimensionless physical quantities natural to keep constant when            :         a ! 0

E.g. m2
x

(g) =
m2

2

⇣
1� 1

8 g
+O(g�2)

⌘
*

L2m2 ⌘ (NM)

2
= const

L2m2
x

= const

  If      true in the discretized model,and  fixing g (assume it not renormalized)*



In the continuum,  “effective” masses of  field excitations undergo a finite renormalization 

The simulation: continuum limit (           )a ! 0

Dimensionless physical quantities natural to keep constant when            :         a ! 0

E.g. m2
x

(g) =
m2

2

⇣
1� 1

8 g
+O(g�2)

⌘
*

L2m2 ⌘ (NM)

2
= const

L2m2
x

= const

  If      true in the discretized model,and  fixing g (assume it not renormalized)*
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Remove the cutoff and compare to other results (here: integrability) or other regularizations.

If there are no divergences (i.e. no terms proportional to 1/a)

FLAT(g,N,M) = F (g) +O
⇣ 1

N

⌘
+O(M) +O(e�MN )

Recipe:

       > compute            for FLAT N = 6, 8, 10, 12, 16, . . .

> extrapolate to 1/N ! 0

MN = mL> fix                     , large enough so that finite volume effects are small 

 > fix g

finite lattice spacing
(~a) effects

finite volume
(~ m L) effects

The simulation: continuum limit (           )a ! 0



The simulation: the observable

The partition function on the lattice is modified (auxiliary fields + pseudofermions        Jacobians)

f(g)hSLATiso that thee relation  of               to           picks a constant (in g) factor

hS
LAT

i = �g
d lnZ

LAT

dg
= g

d ln J(g)
tot

dg
� g

d lnZ
cont

dg

hS i = �g
d lnZ

cont

dg
⌘ g

V
2

8
f 0(g)

Z
LAT

⇠ J(g)Z
cont

hSi = 15

2
N2 +

1

8
m2V g f 0(g)

hSi
N2

=
c

2
+

1

2
M2 g

V = a2 N2
m2 =

M2

a2

Fit                        .            to find    , having in mind     

hSi � cN2

1
2M

2N2g
=

1

4
f 0(g)Compute the continuum limit of                     . 

c1.

2.

f(g) = 4 g , g � 1 ✓c = 7.5(1)

LAT

LAT

LAT
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The simulation: the observable

Continuum limit (              ), at very large g good agreement with predictionN ! 1

hSi � cN2

1
2M

2N2g
=

1

4
f 0(g)

|{z}
S0

f(g) = 4 g , g � 1

At smaller g
a SEVERE phase problem 

appears!



Phase problem 

In fact, our Hubbard-Stratonovich transformation “encoded” a phase

⌘

e

�S

ferm4
E = e

�
R
(i⌘⇢⌘)2 = e

� b2

4a ⌘
Z +1

�1
dx e

�ax

2+ibx

Namely, the weight in the probability is not definite positive.

fermionic quadratic part
(entering Boltzmann weight!)

(detM)

1/2
= (detMM†

)

1/4
exp(i✓) =

p
| detM | exp(i✓)



Phase problem 

In fact, our Hubbard-Stratonovich transformation “encoded” a phase

⌘

e

�S

ferm4
E = e

�
R
(i⌘⇢⌘)2 = e

� b2

4a ⌘
Z +1

�1
dx e

�ax

2+ibx

Namely, the weight in the probability is not definite positive.

Standard reweighting: non positive part of the weight incorporated into the observable.

It gives meaningful results as long as the phase does not average to zero.

(detM)

1/2
= (detMM†

)

1/4
exp(i✓) =

p
| detM | exp(i✓)

hAi⇢ =

hA exp(i✓)i⇢
hexp(i✓)i⇢

P [�i] = ⇢[�i] exp(i✓[�i])

fermionic quadratic part
(entering Boltzmann weight!)

positive weight

and



Phase problem 

Alternative algorithms: active field of study, no general proof of convergence. 

In the interesting (g=1) region the phase has a flat distribution: “reweighting” not meaningful!

g=30 g=5 g=1

...but here we know the result from integrability.
Phase problem as opportunity to see whether/which algorithm works.

Alternative linearization and auxiliary fields set  : in progress.
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Solving a 4d qft is hard               Reduce the problem via AdS/CFT, 
and “solve a (non-trivial) 2d qft”: Green-Schwarz string sigma model in AdS5xS5.

Conclusions

String worldsheet model on the lattice:

 X  phase problem occurring, continuum limit problematic

✓ good discretization, good control on “weak coupling” region 
✓ good (Fortran, Matlab) implementations, internal consistency checks 

   >  correlation functions for all fields
   >  cusp anomaly of AdS4/CFT3

   >  correlators of string vertex operators (three-point functions in gauge theory)

Next steps

More general analysis (not limited to this background/gauge-fixing) 
should give a useful device in numerical holography.

>  alternative linearization to eliminate the phase: in progress 



Extra slides



 [McKeown Roiban, arXiv: 1308.4875]

 Roiban McKeown 2013
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 Cusp anomaly at weak and at strong coupling

�-model respectively), analytic calculations are available for the scaling function

f(g)|
g!0

= 8g2
h
1� ⇡2

3
g2 +

11⇡4

45
g4 �

⇣ 73

315
+ 8 ⇣

3

⌘
g6 + ...

i
(1.5)

f(g)|
g!1 = 4g

h
1� 3 ln 2

4⇡

1

g
� K

16⇡2

1

g2
+ ...

i
(1.6)

RM could guarantee that what they plotted is f(g) only because (as referred by

Roiban) they could compare with the strong coupling results in (1.6), as in Table 2

(again, at small g the agreement is far from being good, see Table 3).

• The background here is not the trivial one. There is also in principle no guarantee that

the cusp solution - which is a saddle point - also represents a minimum. That is why

(referring to Figure 1) starting with a lower value [as Mattia did] it could mean that

one encounters other states with lower energy and does not thermalizes to the state one

hope for, but to another one with lower energy. Again, it is only because EM had a

good fit with (1.6) that they were sure it was the cusp they were calculating.

2 Remarks

• [Roiban email:] The quantity that is of interest (here) is the log of the partition func-

tion which is also the e↵ective action. The way the calculation proceeds, one generates

classical field configurations and then randomly accepts of rejects them. For each of

the accepted ones one should evaluate e�S

and then average them and take the log. So

for each data point, computing lnZ or S is the same. The potential issue related to

averaging. The fact that the field configurations that are generated are distributed on

a gaussian says that no matter what function that is evaluated on them, the result will

also be distributed on a Gaussian. Since the log is a monotonic function, if the errors
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“Wilson term” solving the doubling problem



Jacobians and the intercept in the simulated <S> 

The action simulated on the lattice is modified (auxiliary fields + pseudofermions       jacobians)

where

Intercept for the simulated cusp action

On the lattice what one measures is
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where in the last lines we have used that JHS(g) = g
7

2 is the coupling-dependent part of the

Jacobian of the Hubbard-Stratonovich transformation 1. Therefore
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 and for Berezin integrals the Jacobian is the inverse of the bosonic case (it works like the

derivative)
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In (0.5), one could also first exponentiate and then rescale fermionic variables
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 and for Berezin integrals the Jacobian is the inverse of the bosonic case (it works like the

derivative)
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