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e
Outline

 What do we talk about?
— heavy-ion physics
— CBM and its context
e Complexity
* High Rates
e Summary and Consequences
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What Heavy-lon Physics is About

U+U 23 GeV/A t=-17.14 fm/c
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What Heavy-lon Physics is About

The Hope:

Learn from the multitude of emitted particles
(final state) about the state of the matter
immediately after the collision (early state)

The Task:

Detect the final-state particles as completely as

possible and characterise them w.r.t. momentum
and identity (m, K. p, ...)



Future Facilities for Dense Matter Research
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FAIR Accelerator Complex and CBM
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CBM: Experiment Systems

Dipole magnet +
Silicon Tracking System

Muon System
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Tasks for reconstruction
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,Reconstruction”

Particles Detector Raw Data

Hi, | am channel
31846002. If you
have a DAQ map,
you will know that
this is strip 348 of
module 14u03 of the
fourth layer of the

Reconstruction delivers a list of particles (trajectories)
with momenta (and ID), which is the input for the
higher-level physics analysis.

V. Friese LSDMA Spring Meeting, Darmstadt, 10 March 2016 10



Reconstruction Tasks

e are typically pattern recognition issues
e act both local...
— cluster / hit finding

— local track finding

e ...orglobal

— connect track information from different detector systems

e Algorithms are usually developed by experts and
executed in a central production.

e Results are provided to the physics users in some
suitable event format.

— user normally does not see raw data
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Example: Track Finding in the Main Tracker

Silicon Tracking System

Event Display

XZ Top View

Track finding: define a set of
measurements (hits) which
belong to one and the same
trajectory (particle)

Difficulty: Large number of
hits; fake hits exceed true
hits by factors.
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Muon System: Outside TRD: Outside magnetic field
magnetic field (straight (straight tracks); coordinate
tracks), but absorber layers resolution worse than STS
complicate tracking
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Another Example: Ring Finding in the RICH

Event Display

. 1.

Problems:

Cherenkov light emitted by electrons in
the radiator is mirrored and focused
into rings onto the photodetector *Overlapping rings

plane. *Ring distortions

*High hit / ring density



Event Reconstruction: A First Upshot

* The patternrecognitionproblemsin event reconstruction fromraw data
are common to HEP experiments.

* A bunchof methodswere appliedin previous or current experiments.

 Thereis, however, nothing “off the shelf”; methods and algorithms have
to be adapted /tuned / developed for each experiment.

* Reconstructionin heavy-ionexperimentsis moredemandingthanin
particle physics because of the large track multiplicity -> high complexity
of the event topology.

* Thereare solutions developed for CBM which fulfil our demandsin terms
of efficiency and precision.
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High Rates and the Data Challenge
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The Shopping List

Model predictions of particle multiplicities (Au+Au, 25A GeV)

The bulk
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Measurement of very rare probes: requires extreme interaction rates

Which rate is possible in heavy-ion reactions?
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Can one do a MHz heavy-ion experiment?
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e
Limiting Factors

e At aninteractionrate of 10 MHz (Au+Au), the average time
between subsequent events is 100 ns.

— butthere are many with much less time spacing.

* Detectors have to be fast
— possible (i.e., solid-state detectorsinstead of gas drift chambers)

e Read-out electronics has to be fast
— nottrivial, but possible

 The limitingfactor is the data rate to be shipped from the
detectors to the permanent storage.
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The Data Rate Problem

e At an interactionrate of 10 MHz (Au+Au), the raw data rate
from the detector is about 1 TB/s.

e What can we store?

— totape:several GB/s
— to disk: 100 GB/s no problem (e.g., GSI Lustre FS)

e What do we want to store?

— at 1 GB/s archival rate, the amount of data after 2 months of beam
time is 5 PB.

 The storage bandwidth is rather limited by the cost of storage
media than by technological constraints.

* Foragivenrare observable, 99% of the raw data are physically
uninteresting.

— we would like to trigger on such observables.
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The Online Task
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Trigger:

e tells the readout electronics when to read out the
detector

e tells the electronics whether to send the collected
data further or discard then
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A Trigger Example (Schematic)

‘ tell all electronics ] Conve:tional
system
data
Data Detector
trigger particle Acquisition
,’1 q v v
V FEE buffer
Readout
buffer
Network
>
beam Processor
detector frre
Storage l,/

data are buffered on-chip until decision
whether to use them or not
low-level decision is evaluated in

| e | | reset I hardware logic or on FPGAs
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Why a Triggered Readout Does Not Work for CBM

 The trigger signatures (e.g. Q' cascade decay) are complex

and involve several detector systems at a time (e.g., STS +
TOF)

— not possibletoimplementin hardware
* 1 MHz or above does not allow for high trigger latency

— FEE bufferis difficult and expensive, in particularifradiation hard

— not possible to wait for trigger decision in software
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Free Streaming Read-out and Data Agcuisition

Detector
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Typical Parameters:
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Continuousreadout by FEE

FEE sends data message on
each signal above threshold
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Hit message come with a time
stamp

DAQ aggregates messages
based on theirtime stampinto
“time slices”

Time slices are delivered to the
online computing farm (FLES)

Decision on data selection is
donein the FLES (in software)



Triggered and Free-Running Readout

Trigger: snapshots of the detector

Trigger-less: a movie of the detector

N.b.: Too large to be stored! Will be cut
into pieces in the photo lab (= FLES).

| Y2 |




DAQ and First-Level Event Selector
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FLES ArcHitecture

FLES is designed as an HPC cluster FLIB
¢ Commodity PC hardware [ Node || Node -‘[
InfiniBand

Node || Node

e GPGPU accelerators
e Custom input interface

Total input data rate ~1 TB/s

InfiniBand network for interval building

¢ High throughput, low latency switched fabric communications
e Provides RDMA data transfer, very convenient for interval building
e Most-used system interconnect in latest TOP500 (224 systems)*

Flat structure w/o dedicated input nodes
Inputs are distributed over the cluster

e Makes use of full-duplex bidirectional InfiniBand bandwith
¢ Input data is concise, no need for processing before interval building

Decision on actual commodity hardware components as late as possible
e First phase: full input connectivity, but limited processing and networking
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Ime Slice: Interrace to vniine neconstruction

Timeslice E * Basic idea: For each
Time —— E timeslice, an instance
N HEHEE 12 of the reconstruction
2 g g : E g code...
S - * is given direct indexed
N E |+ [{e|[{=|[ = access to all corresponding
g g g 7 ' ¢ ¢ ¢ data
2 | | 1N
S [18 : LELGE e uses detector-specific code
_ . , to understand the contents
Core region ' Overlap region of the MCs
¢ applies adjustments (fine
calibration) to detector
Timeslice timestamps if necessary
¢ Two-dimensional indexed access to microslices e finds. reconstructs and

¢ Overlap according to detector time precision
¢ Interface to online reconstruction software

V. Friese

analyzes the contained
events
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Consequences for Online Computing

e CBMtriestoachieve highinteraction rate capability with a novel readout
paradigm.

 Datawill be continuously read out; the full data volume will be shipped to
CPU.

* Onlinedataselection will happen on the online compute farm (O(10°)
cores), where data reconstruction will be performed in real-time.

 The qualitycriteria for reconstruction algorithms are not only efficiency
and precision, but also, and mostly, execution speed.

 To achievethe required performance, the computing parallelism offered
my modern computer architectures must be exploited.

* High-performance online softwareisa necessary pre-requisite for the
successful operation of CBM.
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Parallel is not easy

* The way to acceleratereconstruction code s surely parallelisation. Any
sequential code exploits only a small fraction of the available computing
power on nowadays commodity hardware.

* But: parallel programmingrequires a high level of specialised skill. There is
commonly no usable abstraction layer/language that enables the
common programmer (experienced in C++) to efficiently program
parallelly.

e Parallel codeis nowadays hardware dependent—e.g. Intel TBB, NVIDIA
CUDA. But a choice of hardware fora computingfarmto be builtin five
yearsis not wise. Thereis no manpower to develop code on different
architectures.

* Parallel codeis by factors larger than sequentialone, uglyand hard to
read, thus hard to maintain.

* Ourplatform ROQT is not (yet) trivially parallisable.
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Where to parallelize?

FLES is designed as HPC cluster F il """""" l """" l """ :
— commodity hardware FLiB LB LB i
— GPGPU accelerators [ Node ” Node -‘[ Node -H Node }

Chunks of data (,,time slice”) distributed

to independently operatingcomputing Infiniband :
nodes. e 5

Obvious data parallelism on event / time-
slice level

But: each computing node will have a
large number of cores

Need in addition parallelism within event
/ time slice
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S
Parallelisation within event

/- , | / )

MVD STS RICH TRD TOF ECAL
hit finding cluster finding ring finding hit finding hit finding cluster finding

STS
track finding

: "

Data Level Parallelism
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e
Ways to parallelize: multi-threading

“Trivial” event-level parallelism: reconstruction with independent processes.

Exploit many-core systems with multi-threading: 1 thread per logical core, 1000
events per core. Gives good scalability.
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Investigation on several CPU / GPU architectures. Strong differences between

uon trigger studies
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different computing paradigms on same architecture.
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e
Offline Computing

Assuming we manage to solve the online computingissues, we
will have some 5 PB per year on permanent storage.

How to efficiently get physics results out of them?
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Computing Tasks

o

Simulations

Transport / Detector Geometry

Detector Response
Digitisation

______ ﬂ Online Systems

J

A

Services

v

Data transport
Event building

Data distribution and managementj

L

Reconstruction

Analysis

Experiment Control System
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From tracks to physics observables
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e
Distributed Computing

10 vyearsago, LHC experiments were confronted with a similar problem.
The amount of data was too large to be handled on a single site.

e The answer was GRID computing: dataand data processingare distributed
on many sites worldwide.

 To be considered are three factors:
— Computing power
— Storage capacity
— Data transfer between sites
 Experience showsthatthe limiting factors are

— Network bandwidth

— Site administration
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New Paradigms for CBM / FAIR

Today, the entire LHC grid compute power could easily be concentrated in
one large computingcentre.

The CBM Online Compute Cluster (~10° cores) is commodity hardware; it
can be used for offline computing between runtimes ( % of the year ).

Since reconstruction must be fast (performablein real-time!), thereis no
need to store reconstructed data. Analysis can always start from raw data.

Strategy tends towards a small number of large centres connected by
high-speed links - details still to be worked out.

Some indispensable topics to be solved:

— Administration computing access for of a large, world-wide spread user community

— High-performance databases allowing concurrent access from many nodes
(configuration of DAQ system and FLES computing farm)
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V. Friese

Thanks for the attention!

LSDMA Spring Meeting, Darmstadt, 10 March 2016

40



