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Figure 3: MZZ distributions for gg (→ H) → ZZ → ℓℓ̄νℓν̄ℓ for MH = 125GeV. Applied
cuts: pT ℓ > 20GeV, |ηℓ| < 2.5, 76GeV < Mℓℓ < 106GeV, p/T > 10GeV. Other details as
in Fig. 2.
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Figure 4: Representative Feynman graphs for the Higgs signal process (left) and the qq̄-
(center) and gg-initiated (right) continuum background processes.

cesses in Refs. [81–87].15 Due to the enhanced Higgs cross section above the V V threshold,
integrated cross sections can be affected by O(10%) signal-background interference effects,
which are hence also displayed in Figs. 2 and 3.

In the vicinity of the Higgs resonance, finite-width and Higgs-continuum interference
effects are negligible for gg (→ H) → V V if MH ≪ 2MV , as shown in Fig. 5 for gg (→
H) → W−W+ → ℓν̄ℓℓ̄νℓ. For weak boson decays that permit the reconstruction of the
Higgs invariant mass, the experimental procedure focuses on the Higgs resonance region
and for MH ≪ 2MV the enhanced off-shell region is thus typically excluded.

For H → V V channels that do not allow to reconstruct the Higgs invariant mass, the
tail contribution can nevertheless be reduced significantly by means of optimized selection
cuts. In Table 1, we demonstrate this for gg (→ H) → W−W+ → ℓν̄ℓℓ̄νℓ. Here, the

15For studies of the qq̄ and gg continuum background (see Fig. 4, center and right), we refer the reader
to Refs. [88–95] and references therein.
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In this case, the off-shell rate  appears to be significant due to large cross-section for producing 
two longitudinally polarized Z bosons in decays of (strongly) off-shell Higgs. 

For large invariant masses of the Z boson pair, the amplitude  squared becomes independent of 
ZZ invariant mass, enhancing the off-shell production significantly.  Off-shell cross-section is 
large; it is close to ten percent of the resonance cross-section. 
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One can use this enhancement in the off-shell Higgs production to resolve couplings/width 
degeneracy.   The cleanest final state  is  ZZ (four leptons), so it is natural to look there. 
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Figure 3: The input data from Ref. [9] is compared to the SM hypothesis and two non-SM hypotheses with c̄g = 1⇥10�4

and c̄HW = 0.05, respectively.

The input data vector is compared in Fig. 3 to the SM hypothesis as well as two non-SM hypotheses specified
by c̄g = 1 ⇥ 10�4 and c̄HW = 0.05, respectively.

The covariance matrix for experimental systematic uncertainties is constructed from all uncertainty sources
provided by Ref. [9], which include the jet energy scale and resolution uncertainties, photon energy and
resolution uncertainties, and model uncertainties. Identical sources are assumed to be fully correlated across
bins and variables and the sign of an error amplitude is taken into account when computing the covariance
matrix. The statistical uncertainties on the cross correlation have a negligible impact on the results reported
here.

The covariance matrix for the theoretical uncertainties is constructed to account for missing higher-order
corrections and PDF uncertainties in the SM reference predictions. The uncertainties in the gluon fusion
reference samples are: (i) a shape uncertainty, estimated by simultaneously varying the factorisation and
renormalisation scales in MG5_aMC@NLO by a factor of 0.5 or 2.0, and (ii) uncertainties from missing
higher-order corrections and PDF associated with the normalisation to the NNLO+NNLL QCD plus NLO
electroweak total cross-section prediction, which is taken from Ref. [3], and assumed to be fully correlated
among bins and observables. For VBF, ZH and WH, shape uncertainties are neglected because their impact
is expected to be negligible with respect to all other theory uncertainties. Normalisation uncertainties for
these processes are taken from Ref. [3].

The benefit of using more than one di↵erential distribution in the analysis is quantified using an ‘Asimov
dataset’, which is a representative dataset of the median expected cross-section measurement assuming the
SM. For c̄g and c̃g, the use of a single inclusive distribution (p��T or Njets) results in the same expected limits
as the full five-dimensional fit. For c̄� and c̃�, the most sensitive variable is found to be p��T , with a 5%
improvement in the expected limits obtained from using the five-dimensional information. For c̄HW and
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Introduction
✦ Higgs On-Shell property measurement: Coupling, Spin, width, cross 

section, etc. 
✦ It is impossible to extract the coupling and Higgs width separately from 

on-shell property measurement  → Importance of ΓH measurement. 

✦ LHC is insensitive to the direct Higgs width measurement (ΓSM~4.2MeV) 

2

Γ: obs.(exp.)@ 95% 
CL

H→γγ H→ZZ
ATLAS 5.0 (6.2) GeV 2.6 (6.2) GeV

CMS 2.4 (3.1) GeV 3.4 (2.8) GeV

3-order of magnitude larger 
w.r.t. SM width

σ i→H→ f
on−shell (SM ) ∼

gi
2gf

2

ΓH based on an analysis optimized to measure the signal
strength [18]. The expected statistical uncertainty for the
2D fit with the observed μ value of 1.66 is 0.49 GeV, close
to the observed statistical uncertainty. With the improved

uncertainties on the electron and muon energy scales, the
mass uncertainty given above is predominantly statistical
with a nearly negligible contribution from systematic
uncertainties. The mass measurement performed with the
1D model gives mH ¼ 124.63" 0.54 GeV, consistent
with the 2D result where the expected difference has a
root mean square (RMS) of 250 MeV estimated from
Monte Carlo pseudo-experiments. These measurements
can be compared to the previously reported result [15]
of 124:3þ0.6

−0.5ðstatÞ
þ0.5
−0.3ðsystÞ GeV, which was obtained

using the 1D model. The difference between the measured
values arises primarily from the changes to the channels
with electrons—the new calibration and resolution model,
the introduction of the combined track momentum and
cluster energy fit, and the improved identification, as well
as the recovery of noncollinear FSR photons, which affects
all channels. In the 120–130 GeV mass window, there are
four new events and one missing event as compared to
Ref. [15]. Finally, as a third cross-check, the measured
mass obtained with the per-event-error method is within
60 MeV of the value found with the 2D method.
Figure 7 shows the scan of the profile likelihood,

−2 lnΛðmHÞ, for the 2D model as a function of the mass
of the Higgs boson for the four final states, as well as for all
of the channels combined. The signal strength and all
the nuisance parameters are profiled (allowed to float to the
values that maximize the likelihood) in the scan. The
compatibility among the mass measurements from the four
final states is estimated to be about 20% using a χ2 test.
Using the per-event-error method a direct limit on the

total width of the Higgs boson of ΓH < 2.6 GeV at
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FIG. 6 (color online). (a) Distribution of the four-lepton invari-
ant mass for the selected candidates in them4l range 80–170 GeV
for the combined 7TeVand 8TeVdata samples. Superimposed are
the expected distributions of a SM Higgs boson signal for mH ¼
124.5 GeV normalized to the measured signal strength, as well as
the expected ZZ& and reducible backgrounds. (b) Distribution of
the BDTZZ& output versus m4l for the selected candidates in the
110–140 GeV m4l range for the combined 7 TeVand 8 TeV data
samples. The expected distribution for a SM Higgs with mH ¼
124.5 GeV is indicated by the size of the blue boxes, and the total
background is indicated by the intensity of the red shading.
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Figure 4 shows the result of the simultaneous fit to the
data over all categories. For illustration, all categories are
summed together, with a weight given by the signal-to-
background (s=b) ratio in each category.

F. Systematic uncertainties

The dominant systematic uncertainties on the mass
measurement arise from uncertainties on the photon energy
scale. These uncertainties, discussed in Sec. II, are propa-
gated to the diphoton mass measurement in each of the ten
categories, by modifying the peak of the Crystal Ball
function and the average of the Gaussian function describ-
ing the signal mass spectrum. The total uncertainty on the
mass measurement from the photon energy scale uncer-
tainties ranges from 0.17% to 0.57% depending on the
category. The category with the lowest systematic uncer-
tainty is the low pTt central converted category, for which
the energy scale extrapolation from Z → eþe− events is the
smallest.
Systematic uncertainties related to the reconstruction

of the diphoton primary vertex are investigated using
Z → eþe− events reweighted to match the transverse

momentum distribution of the Higgs boson and the η
distribution of the decay products. The primary vertex is

reconstructed using the same technique as for diphoton
events, ignoring the tracks associated with the electrons,
and treating them as unconverted photons. When this
procedure is applied to simulated samples, the efficiency
to reconstruct the primary vertex is the same in Z → eþe−

events and H → γγ events [17]. The dielectron invariant
mass is then computed in the same way as the diphoton
invariant mass. Comparing the results of this procedure in
data and simulation leads to an uncertainty of 0.03% on the
position of the peak of the reconstructed invariant mass.
Systematic uncertainties related to the modeling of

the background are estimated by performing signal-plus-
background fits to samples containing large numbers of
simulated background events plus the expected signal at
various assumed Higgs boson masses. The signal is
injected using the same functional form used in the fit,
so the fitted Higgs boson mass is sensitive only to the
accuracy of the background modeling. The maximum
difference between the fitted Higgs boson mass and the
input mass over the tested mass range is assigned as a
systematic uncertainty on the mass measurement. This
uncertainty varies from 0.05% to 0.20% depending on the
category. The uncertainties in the different categories are
taken as uncorrelated. As a cross-check, to investigate the
impact of a background shape in data different than in the
large statistics simulated background sample, signal-plus-
background pseudo-experiments are generated using a
functional form for the background with one more degree
of freedom than the nominal background model used in
the fit: for the four high pTt categories, a second-order
Bernstein polynomial or the exponential of a second-order
polynomial is used; for the six other categories, a third-
order Bernstein polynomial is used. The parameters of the
functional form used to generate these pseudo-experiments
are determined from the data. These pseudo-experiments
are then fitted using the nominal background model. This
procedure leads to an uncertainty on the mass measurement
between 0.01% and 0.05% depending on the category, and
smaller than the uncertainties derived from the baseline
method using the large sample of simulated background
events.
Systematic uncertainties on the diphoton mass reso-

lution due to uncertainties on the energy resolution vary
between 9% and 16% depending on the category and
have a negligible impact on the mass measurement.
Systematic uncertainties affecting the relative signal

yield in each category arise from uncertainties on the
photon conversion rate, uncertainties in the proper classi-
fication of converted and unconverted photon candidates
and uncertainties in the modeling of the transverse momen-
tum of the Higgs boson. These migration systematic
uncertainties vary between 3% for the low pTt categories,
dominated by uncertainties on the efficiency for recon-
structing photon conversions, and 24% for the gluon fusion
production process in the high pTt categories, dominated by
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FIG. 4 (color online). Invariant mass distribution in theH → γγ
analysis for data (7 TeV and 8 TeV samples combined), showing
weighted data points with errors, and the result of the simulta-
neous fit to all categories. The fitted signal plus background is
shown, along with the background-only component of this fit.
The different categories are summed together with a weight given
by the s=b ratio in each category. The bottom plot shows the
difference between the summed weights and the background
component of the fit.
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Figure 4 shows the result of the simultaneous fit to the
data over all categories. For illustration, all categories are
summed together, with a weight given by the signal-to-
background (s=b) ratio in each category.

F. Systematic uncertainties

The dominant systematic uncertainties on the mass
measurement arise from uncertainties on the photon energy
scale. These uncertainties, discussed in Sec. II, are propa-
gated to the diphoton mass measurement in each of the ten
categories, by modifying the peak of the Crystal Ball
function and the average of the Gaussian function describ-
ing the signal mass spectrum. The total uncertainty on the
mass measurement from the photon energy scale uncer-
tainties ranges from 0.17% to 0.57% depending on the
category. The category with the lowest systematic uncer-
tainty is the low pTt central converted category, for which
the energy scale extrapolation from Z → eþe− events is the
smallest.
Systematic uncertainties related to the reconstruction

of the diphoton primary vertex are investigated using
Z → eþe− events reweighted to match the transverse

momentum distribution of the Higgs boson and the η
distribution of the decay products. The primary vertex is

reconstructed using the same technique as for diphoton
events, ignoring the tracks associated with the electrons,
and treating them as unconverted photons. When this
procedure is applied to simulated samples, the efficiency
to reconstruct the primary vertex is the same in Z → eþe−

events and H → γγ events [17]. The dielectron invariant
mass is then computed in the same way as the diphoton
invariant mass. Comparing the results of this procedure in
data and simulation leads to an uncertainty of 0.03% on the
position of the peak of the reconstructed invariant mass.
Systematic uncertainties related to the modeling of

the background are estimated by performing signal-plus-
background fits to samples containing large numbers of
simulated background events plus the expected signal at
various assumed Higgs boson masses. The signal is
injected using the same functional form used in the fit,
so the fitted Higgs boson mass is sensitive only to the
accuracy of the background modeling. The maximum
difference between the fitted Higgs boson mass and the
input mass over the tested mass range is assigned as a
systematic uncertainty on the mass measurement. This
uncertainty varies from 0.05% to 0.20% depending on the
category. The uncertainties in the different categories are
taken as uncorrelated. As a cross-check, to investigate the
impact of a background shape in data different than in the
large statistics simulated background sample, signal-plus-
background pseudo-experiments are generated using a
functional form for the background with one more degree
of freedom than the nominal background model used in
the fit: for the four high pTt categories, a second-order
Bernstein polynomial or the exponential of a second-order
polynomial is used; for the six other categories, a third-
order Bernstein polynomial is used. The parameters of the
functional form used to generate these pseudo-experiments
are determined from the data. These pseudo-experiments
are then fitted using the nominal background model. This
procedure leads to an uncertainty on the mass measurement
between 0.01% and 0.05% depending on the category, and
smaller than the uncertainties derived from the baseline
method using the large sample of simulated background
events.
Systematic uncertainties on the diphoton mass reso-

lution due to uncertainties on the energy resolution vary
between 9% and 16% depending on the category and
have a negligible impact on the mass measurement.
Systematic uncertainties affecting the relative signal

yield in each category arise from uncertainties on the
photon conversion rate, uncertainties in the proper classi-
fication of converted and unconverted photon candidates
and uncertainties in the modeling of the transverse momen-
tum of the Higgs boson. These migration systematic
uncertainties vary between 3% for the low pTt categories,
dominated by uncertainties on the efficiency for recon-
structing photon conversions, and 24% for the gluon fusion
production process in the high pTt categories, dominated by
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FIG. 4 (color online). Invariant mass distribution in theH → γγ
analysis for data (7 TeV and 8 TeV samples combined), showing
weighted data points with errors, and the result of the simulta-
neous fit to all categories. The fitted signal plus background is
shown, along with the background-only component of this fit.
The different categories are summed together with a weight given
by the s=b ratio in each category. The bottom plot shows the
difference between the summed weights and the background
component of the fit.
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✤ Measurement of the Higgs off-shell signal strength.  
✤ With the combination between on-shell and off-shell analysis: 

✦ Assuming the on-shell couplings are the same as the off-shell couplings, 
the coupling measurements can be reinterpreted as the constraints on ΓH.  

✦ Assuming SM Higgs width, it can be reinterpreted as the constraints on 
off-shell and on-shell coupling ratio         

Eur. Phys. J. C (2015) 71 :335 Page 3 of 34 335
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Fig. 2 a Differential cross-sections as a function of the four-
lepton invariant mass m4ℓ in the range of 100 GeV < m4ℓ <
1000 GeV for the gg → (H∗ →)Z Z → 2e2µ channel at
the parton level, for the gg → H∗ → Z Z signal (solid line),
gg → Z Z continuum background (dots), gg → (H∗ →)Z Z
with SM Higgs boson couplings (long-dashed line, including sig-

nal plus background plus interference) and gg → (H∗ →)Z Z
with µoff-shell = 10 (dashed line). b Differential cross-section as a
function of m4ℓ in the range of 130 GeV < m4ℓ < 1000 GeV for the
SM gg → H∗ → Z Z → 2e2µ signal (solid line) and its interference
with the gg → Z Z → 2e2µ continuum background (dashed line)

125.36 GeV [11], is assumed for the off-shell signal pro-
cesses. This small difference has a negligible impact on the
predicted off-shell production yields.

Figure 2 illustrates the size and kinematic properties
of the gluon-induced signal and background processes by
showing the four-lepton invariant mass (m4ℓ) distribution
for the gg → (H∗ →)Z Z → 2e2µ processes after
applying the event selections in the Z Z → 4ℓ chan-
nel (see Sect. 3) on generator-level quantities. The pro-
cess gg → (H∗ →)Z Z → 2e2µ is shown for the SM
µoff-shell = 1 case and for an increased off-shell signal
with µoff-shell = 10. For low masses mZZ < 2mZ the off-
shell signal is negligible, while it becomes comparable to
the continuum gg → Z Z background for masses above
the 2mt threshold. The interference between the gg →
H∗ → Z Z signal and the gg → Z Z background is neg-
ative over the whole mass range. A very similar relation
between the gg → H∗ → VV signal and the gg →
VV background is also seen for the gg → (H∗ →)Z Z
→ 2ℓ2ν and gg → (H∗ →)WW → eν µν processes.

The detector simulation for most generated Monte Carlo
(MC) event samples is performed using Geant4 [26,27].
Some background MC samples in the WW → eν µν analy-
sis for processes with large cross-sections are simulated with
the fast detector simulation package Atlfast-II [27].

2.1 Simulation of gg → (H∗ →)VV

To generate the gg → H∗ → VV and gg → VV processes,
including the interference, the LO MC generators gg2VV [7,
28] and MCFM [9,10] together with PYTHIA8 [29] and
SHERPA+OpenLoops [30–33] are used. The QCD renor-

malisation and factorisation scales are set to mVV /2 [9]. The
CT10 next-to-next-to-leading-order (NNLO) PDF set [34] is
used, as the LO gg → VV process is part of the NNLO cal-
culation for pp → VV . The default parton showering and
hadronisation option for the events processed with the full
detector simulation is PYTHIA8 with the “power shower”
parton shower option [29].

For the gg → H∗ → VV signal, a NNLO/LO K-factor2

including the next-to-leading-order (NLO) electroweak cor-
rections, KH∗

(mVV ) = σNNLO
gg→H∗→VV /σ

LO
gg→H∗→VV , is

applied. The K-factor and associated uncertainties are cal-
culated in Ref. [25] as a function of the Higgs boson virtual-
ity mVV for mH ∼125.5 GeV, using the MSTW2008 PDF
set [35]. Additional corrections are used to re-weight the pre-
dictions to the CT10 NNLO PDF set used in the simulation.

For the gg → VV background and the interference with
the gg → H∗ → VV signal, no higher-order QCD calcula-
tions are available. However, these corrections are studied for
the WW final state in Ref. [36] in the soft-collinear approx-
imation, which is considered suitable for high-mass Higgs
boson production. In this approximation, the signal K-factor
is found to provide a reliable estimate for the higher-order
QCD corrections to the signal-background interference term.

The K-factor for the gg → VV background process,
K(gg → VV ), remains unknown. Therefore, the results
in this note are given as a function of the unknown K-
factor ratio between the gg → VV background and the
gg → H∗ → VV signal, defined as

2 The shorter gg → X notation is used also in the context of higher-
order QCD calculations where qg and qq initial states contribute to the
full pp → X process.
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1. Introduction25

The observation of a new particle in the search for the Standard Model (SM) Higgs boson at the LHC,26

reported by the ATLAS [1] and CMS [2] Collaborations, is a milestone in the quest to understand elec-27

troweak symmetry breaking. Precision measurements of the properties of the new boson are of critical28

importance. Among its key properties are the couplings to each of the SM fermions and bosons, for which29

ATLAS and CMS presented results in Refs. [3, 4], and spin/CP properties, studied by ATLAS and CMS30

in Refs. [5, 6].31

The studies in Refs. [7–10] have shown that the high-mass o↵-peak regions beyond 2mV (V = Z,W), well32

above the measured resonance mass of about 125 GeV [4,11], in the H ! ZZ and H ! WW channels are33

sensitive to Higgs boson production through o↵-shell and background interference e↵ects. This presents34

a novel way of characterising the properties of the Higgs boson in terms of the o↵-shell event yields,35

normalised to the SM prediction (referred to as signal strength µ), and the associated o↵-shell Higgs36

boson couplings. Such studies provide sensitivity to new physics that alters the interactions between the37

Higgs boson and other fundamental particles in the high-mass region [12–18]. This approach was used38

by the CMS Collaboration [19] to set an indirect limit on the total width. The analysis presented in this39

paper is complementary to direct searches for Higgs boson to invisible decays [20, 21] and to constraints40

coming from the Higgs boson coupling tests [3, 4].41

This paper presents an analysis of the o↵-shell signal strength in the ZZ ! 4`, ZZ ! 2`2⌫ and WW !42

e⌫ µ⌫ final states (` = e, µ). It is structured as follows: Sect. 2 discusses the key theoretical considerations43

and the simulation of the main signal and background processes. Sections 3, 4 and 5 give details for44

the analysis in the ZZ ! 4`, ZZ ! 2`2⌫ and WW ! e⌫ µ⌫ final states, respectively. The dominant45

systematic uncertainties are discussed in Sect. 6. Finally the results of the individual analyses and their46

combination are presented in Sect. 7.47

The ATLAS detector is described in Ref. [22]. The present analysis is performed on pp collision data48

corresponding to an integrated luminosity of 20.3 fb-1 at a collision energy of
p

s = 8 TeV.49

2. Theoretical predictions and simulated samples50

The cross-section�gg!H⇤!VV
o↵-shell for the o↵-shell Higgs boson production with subsequent decay into vector-51

boson pairs,1 as illustrated by the Feynman diagram in Fig. 1(a), is proportional to the product of the Higgs52

boson couplings squared for production and decay. However, unlike the on-shell Higgs boson production,53

�gg!H⇤!VV
o↵-shell is independent of the total Higgs boson decay width �H [7,8]. Using the framework for Higgs54

boson coupling deviations as described in Ref. [23], the o↵-shell signal strength in the high-mass region55

selected by the analysis described in this paper at an energy scale ŝ, µo↵-shell(ŝ), can be expressed as:56

µo↵-shell(ŝ) ⌘ �
gg!H⇤!VV
o↵-shell (ŝ)

�gg!H⇤!VV
o↵-shell, SM (ŝ)

= 2g,o↵-shell(ŝ) · 2V,o↵-shell(ŝ) , (1)

1 In the following the notation gg ! (H⇤ !)VV is used for the full signal+background process for VV = ZZ and WW
production, including the Higgs boson signal (S) gg ! H⇤ ! VV process, the continuum background (B) gg ! VV process
and their interference. For vector-boson fusion (VBF) production, the analogous notation VBF (H⇤ !)VV is used for the
full signal plus background process, with VBF H⇤ ! VV representing the Higgs boson signal and VBF VV denoting the
background.
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where g,o↵-shell(ŝ) and V,o↵-shell(ŝ) are the o↵-shell coupling scale factors associated with the gg ! H⇤57

production and the H⇤ ! VV decay. Due to the statistically limited sensitivity of the current analysis,58

the o↵-shell signal strength and coupling scale factors are assumed in the following to be independent59

of ŝ in the high-mass region selected by the analysis. The o↵-shell Higgs boson signal cannot be treated60

independently from the gg ! VV background, as sizeable negative interference e↵ects appear [7]. The61

interference term is proportional to pµo↵-shell = g,o↵-shell · V,o↵-shell.62
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Figure 1: The leading-order Feynman diagrams for (a) the gg ! H⇤ ! VV signal, (b) the continuum gg ! VV
background and (c) the qq̄! VV background.

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal strength:63

64

µon-shell ⌘
�gg!H!VV

on-shell

�gg!H!VV
on-shell, SM

=
2g,on-shell · 2V,on-shell

�H/�SM
H

, (2)

which depends on the total width �H . Assuming the same on-shell and o↵-shell Higgs couplings, the ratio65

of µo↵-shell to µon-shell provides a measurement of the total width of the Higgs boson. This assumption is66

particularly relevant to the running of the e↵ective coupling g(ŝ) for the loop-induced gg! H production67

process, as it is sensitive to new physics that enters at higher mass scales and could be probed in the high-68

mass mVV signal region of this analysis. More details are given in Refs. [12–16]. With the current69

sensitivity of the analysis, only an upper limit on the total width �H can be determined, for which the70

weaker assumption71

2g,on-shell · 2V,on-shell  2g,o↵-shell · 2V,o↵-shell , (3)

that the on-shell couplings are no larger than the o↵-shell couplings, is su�cient. It is also assumed72

that any new physics which modifies the o↵-shell signal strength µo↵-shell and the o↵-shell couplings73

i,o↵-shell does not modify the predictions for the backgrounds. Nor are there either sizeable kinematic74

modifications to the o↵-shell signal or new, sizeable signals in the search region of this analysis unrelated75

to an enhanced o↵-shell signal strength [18, 24].76

While higher-order QCD and EW corrections are known for the o↵-shell signal process [25], no higher-77

order QCD calculations are available for the gg! VV background process, which is evaluated at leading78

order (LO). Therefore the results are given as a function of the unknown K-factor for the gg ! VV79

background. QCD corrections for the o↵-shell signal processes have only been calculated inclusively in80

the jet multiplicity. The experimental analyses are therefore performed inclusively in jet observables and81

the event selections are designed to minimise the dependence on the boost of the VV system, which is82

sensitive to the jet multiplicity.83

The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and84

WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,85
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Figure 3: Comparison of generated mWW distribution between two generators of gg2VV and MCFM for
the various ggF processes: (a) S, (b) B, (c) SBI.
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✦ LO MCFM/gg2VV+Py8 is used for ggF: 

• Apply a MVV dependence K-factor to NNLO prediction 

• Apply a pTVV shape correction to Sherpa. 

• gg→VV only known to LO, but believed related to signal rate: 

✦ MG5 is used for VBF

MC simulation
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where g,o↵-shell(ŝ) and V,o↵-shell(ŝ) are the o↵-shell coupling scale factors associated with the gg ! H⇤57

production and the H⇤ ! VV decay. Due to the statistically limited sensitivity of the current analysis,58

the o↵-shell signal strength and coupling scale factors are assumed in the following to be independent59

of ŝ in the high-mass region selected by the analysis. The o↵-shell Higgs boson signal cannot be treated60

independently from the gg ! VV background, as sizeable negative interference e↵ects appear [7]. The61

interference term is proportional to pµo↵-shell = g,o↵-shell · V,o↵-shell.62
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Figure 1: The leading-order Feynman diagrams for (a) the gg ! H⇤ ! VV signal, (b) the continuum gg ! VV
background and (c) the qq̄! VV background.

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal strength:63

64

µon-shell ⌘
�gg!H!VV

on-shell

�gg!H!VV
on-shell, SM

=
2g,on-shell · 2V,on-shell

�H/�SM
H

, (2)

which depends on the total width �H . Assuming the same on-shell and o↵-shell Higgs couplings, the ratio65

of µo↵-shell to µon-shell provides a measurement of the total width of the Higgs boson. This assumption is66

particularly relevant to the running of the e↵ective coupling g(ŝ) for the loop-induced gg! H production67

process, as it is sensitive to new physics that enters at higher mass scales and could be probed in the high-68

mass mVV signal region of this analysis. More details are given in Refs. [12–16]. With the current69

sensitivity of the analysis, only an upper limit on the total width �H can be determined, for which the70

weaker assumption71

2g,on-shell · 2V,on-shell  2g,o↵-shell · 2V,o↵-shell , (3)

that the on-shell couplings are no larger than the o↵-shell couplings, is su�cient. It is also assumed72

that any new physics which modifies the o↵-shell signal strength µo↵-shell and the o↵-shell couplings73

i,o↵-shell does not modify the predictions for the backgrounds. Nor are there either sizeable kinematic74

modifications to the o↵-shell signal or new, sizeable signals in the search region of this analysis unrelated75

to an enhanced o↵-shell signal strength [18, 24].76

While higher-order QCD and EW corrections are known for the o↵-shell signal process [25], no higher-77

order QCD calculations are available for the gg! VV background process, which is evaluated at leading78

order (LO). Therefore the results are given as a function of the unknown K-factor for the gg ! VV79

background. QCD corrections for the o↵-shell signal processes have only been calculated inclusively in80

the jet multiplicity. The experimental analyses are therefore performed inclusively in jet observables and81

the event selections are designed to minimise the dependence on the boost of the VV system, which is82

sensitive to the jet multiplicity.83

The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and84

WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,85
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where g,o↵-shell(ŝ) and V,o↵-shell(ŝ) are the o↵-shell coupling scale factors associated with the gg ! H⇤57

production and the H⇤ ! VV decay. Due to the statistically limited sensitivity of the current analysis,58

the o↵-shell signal strength and coupling scale factors are assumed in the following to be independent59

of ŝ in the high-mass region selected by the analysis. The o↵-shell Higgs boson signal cannot be treated60

independently from the gg ! VV background, as sizeable negative interference e↵ects appear [7]. The61

interference term is proportional to pµo↵-shell = g,o↵-shell · V,o↵-shell.62
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Figure 1: The leading-order Feynman diagrams for (a) the gg ! H⇤ ! VV signal, (b) the continuum gg ! VV
background and (c) the qq̄! VV background.

In contrast, the cross-section for on-shell Higgs production allows a measurement of the signal strength:63
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=
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, (2)

which depends on the total width �H . Assuming the same on-shell and o↵-shell Higgs couplings, the ratio65

of µo↵-shell to µon-shell provides a measurement of the total width of the Higgs boson. This assumption is66

particularly relevant to the running of the e↵ective coupling g(ŝ) for the loop-induced gg! H production67

process, as it is sensitive to new physics that enters at higher mass scales and could be probed in the high-68

mass mVV signal region of this analysis. More details are given in Refs. [12–16]. With the current69

sensitivity of the analysis, only an upper limit on the total width �H can be determined, for which the70

weaker assumption71

2g,on-shell · 2V,on-shell  2g,o↵-shell · 2V,o↵-shell , (3)

that the on-shell couplings are no larger than the o↵-shell couplings, is su�cient. It is also assumed72

that any new physics which modifies the o↵-shell signal strength µo↵-shell and the o↵-shell couplings73

i,o↵-shell does not modify the predictions for the backgrounds. Nor are there either sizeable kinematic74

modifications to the o↵-shell signal or new, sizeable signals in the search region of this analysis unrelated75

to an enhanced o↵-shell signal strength [18, 24].76

While higher-order QCD and EW corrections are known for the o↵-shell signal process [25], no higher-77

order QCD calculations are available for the gg! VV background process, which is evaluated at leading78

order (LO). Therefore the results are given as a function of the unknown K-factor for the gg ! VV79

background. QCD corrections for the o↵-shell signal processes have only been calculated inclusively in80

the jet multiplicity. The experimental analyses are therefore performed inclusively in jet observables and81

the event selections are designed to minimise the dependence on the boost of the VV system, which is82

sensitive to the jet multiplicity.83

The dominant processes contributing to the high-mass signal region in the ZZ ! 4`, ZZ ! 2`2⌫ and84

WW ! e⌫ µ⌫ final states are: the gg! H⇤ ! VV o↵-shell signal, the gg! VV continuum background,85
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are simulated with the fast detector simulation package Atlfast-II [27].105

2.1. Simulation of gg ! (H⇤ !)VV106

To generate the gg ! H⇤ ! VV and gg ! VV processes, including the interference, the LO MC gener-107

ators gg2VV [7,28] and MCFM [9,10] together with PYTHIA8 [29] and SHERPA+OpenLoops [30–33]108

are used. The QCD renormalisation and factorisation scales are set to mVV/2 [9]. The CT10 next-to-109

next-to-leading-order (NNLO) PDF set [34] is used, as the LO gg ! VV process is part of the NNLO110

calculation for pp! VV . The default parton showering and hadronisation option for the events processed111

with the full detector simulation is PYTHIA8 with the “power shower” parton shower option [29].112

For the gg ! H⇤ ! VV signal, a NNLO/LO K-factor2 including the next-to-leading-order (NLO) elec-113

troweak corrections, KH⇤(mVV ) = �NNLO
gg!H⇤!VV/�

LO
gg!H⇤!VV , is applied. The K-factor and associated un-114

certainties are calculated in Ref. [25] as a function of the Higgs boson virtuality mVV for mH ⇠125.5 GeV,115

using the MSTW2008 PDF set [35]. Additional corrections are used to re-weight the predictions to the116

CT10 NNLO PDF set used in the simulation.117

For the gg! VV background and the interference with the gg! H⇤ ! VV signal, no higher-order QCD118

calculations are available. However, these corrections are studied for the WW final state in Ref. [36] in119

the soft-collinear approximation, which is considered suitable for high-mass Higgs boson production. In120

this approximation, the signal K-factor is found to provide a reliable estimate for the higher-order QCD121

corrections to the signal-background interference term.122

The K-factor for the gg! VV background process, K(gg! VV), remains unknown. Therefore, the res-123

ults in this note are given as a function of the unknown K-factor ratio between the gg! VV background124

and the gg! H⇤ ! VV signal, defined as125

RB
H⇤ =

K(gg! VV)
K(gg! H⇤ ! VV)

=
KB(mVV )
KH⇤
gg (mVV )

, (4)

where KB(mVV ) is the unknown mass-dependent K-factor for the gg ! VV background, and KH⇤
gg (mVV )126

is the gluon-initiated K-factor [25] for the signal3 as motivated by the soft-collinear approximation in127

Ref. [36]. Because the K-factor KH⇤
gg (mVV ) changes by less than 10% as a function of mVV in the relevant128

region of phase space, no mass dependence on RB
H⇤ is assumed. The range 0.5–2 is chosen for the variation129

of the K-factor ratio RB
H⇤ in order to include the full correction from the signal K-factor KH⇤

gg (mVV ) ⇠ 2 in130

the variation range. With respect to the LO gg! VV process, this corresponds to an absolute variation in131

the approximate range 1–4. Using the K-factors discussed above, the cross-section for the gg ! (H⇤ !132

)VV process with any o↵-shell Higgs boson signal strength µo↵-shell can be parameterised as:133

�gg!(H⇤!)VV (µo↵-shell) = KH⇤(mVV ) · µo↵-shell · �SM
gg!H⇤!VV (5)

+

q
KH⇤
gg (mVV ) · KB(mVV ) · µo↵-shell · �SM

gg!VV, Interference

+ KB(mVV ) · �gg!VV, cont .

2 The shorter gg ! X notation is used also in the context of higher-order QCD calculations where qg and qq initial states
contribute to the full pp! X process.

3 Numerically, KH⇤
gg (mVV ) di↵ers from KH⇤ (mVV ) by ⇠ 2% as the higher-order QCD contribution from qg and qq production

is small. However, KH⇤
gg (mZZ) has substantially larger uncertainties than KH⇤ (mZZ). Therefore KH⇤ (mZZ) is substituted here,

ignoring the 2% shift in central value, but taking the di↵erence in the systematic uncertainty into account.
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next-to-leading-order (NNLO) PDF set [34] is used, as the LO gg ! VV process is part of the NNLO110
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using the MSTW2008 PDF set [35]. Additional corrections are used to re-weight the predictions to the116

CT10 NNLO PDF set used in the simulation.117

For the gg! VV background and the interference with the gg! H⇤ ! VV signal, no higher-order QCD118

calculations are available. However, these corrections are studied for the WW final state in Ref. [36] in119

the soft-collinear approximation, which is considered suitable for high-mass Higgs boson production. In120

this approximation, the signal K-factor is found to provide a reliable estimate for the higher-order QCD121
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H⇤ in order to include the full correction from the signal K-factor KH⇤
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�gg!(H⇤!)VV (µo↵-shell) = KH⇤(mVV ) · µo↵-shell · �SM
gg!H⇤!VV (5)

+

q
KH⇤
gg (mVV ) · KB(mVV ) · µo↵-shell · �SM

gg!VV, Interference

+ KB(mVV ) · �gg!VV, cont .
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contribute to the full pp! X process.
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gg (mVV ) di↵ers from KH⇤ (mVV ) by ⇠ 2% as the higher-order QCD contribution from qg and qq production

is small. However, KH⇤
gg (mZZ) has substantially larger uncertainties than KH⇤ (mZZ). Therefore KH⇤ (mZZ) is substituted here,

ignoring the 2% shift in central value, but taking the di↵erence in the systematic uncertainty into account.

19th February 2015 – 11:35 5

varying between 0.5 and 2.0

Eur. Phys. J. C (2015) 71 :335 Page 3 of 34 335

 [GeV]4lm
200 400 600 800 1000

 [f
b/

G
eV

]
4l

/d
m

σd

-610

-510

-410

-310

-210

-110

 ZZ (S)→ H* →gg
 ZZ (B)→gg

) ZZ→ (H*→gg
=10)

off-shell
µ) ZZ (→ (H*→gg

SimulationATLAS
µ 2e2→ ZZ →gg

 = 8 TeVs

(a)
 [GeV]4lm

200 400 600 800 1000

 [f
b/

G
eV

]
4l

/d
m

σd

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3
-310×

 ZZ (S)→ H* →gg

) ZZ (Interference)→ (H*→gg

SimulationATLAS
µ 2e2→ ZZ →gg

 = 8 TeVs

(b)

Fig. 2 a Differential cross-sections as a function of the four-
lepton invariant mass m4ℓ in the range of 100 GeV < m4ℓ <
1000 GeV for the gg → (H∗ →)Z Z → 2e2µ channel at
the parton level, for the gg → H∗ → Z Z signal (solid line),
gg → Z Z continuum background (dots), gg → (H∗ →)Z Z
with SM Higgs boson couplings (long-dashed line, including sig-

nal plus background plus interference) and gg → (H∗ →)Z Z
with µoff-shell = 10 (dashed line). b Differential cross-section as a
function of m4ℓ in the range of 130 GeV < m4ℓ < 1000 GeV for the
SM gg → H∗ → Z Z → 2e2µ signal (solid line) and its interference
with the gg → Z Z → 2e2µ continuum background (dashed line)

125.36 GeV [11], is assumed for the off-shell signal pro-
cesses. This small difference has a negligible impact on the
predicted off-shell production yields.

Figure 2 illustrates the size and kinematic properties
of the gluon-induced signal and background processes by
showing the four-lepton invariant mass (m4ℓ) distribution
for the gg → (H∗ →)Z Z → 2e2µ processes after
applying the event selections in the Z Z → 4ℓ chan-
nel (see Sect. 3) on generator-level quantities. The pro-
cess gg → (H∗ →)Z Z → 2e2µ is shown for the SM
µoff-shell = 1 case and for an increased off-shell signal
with µoff-shell = 10. For low masses mZZ < 2mZ the off-
shell signal is negligible, while it becomes comparable to
the continuum gg → Z Z background for masses above
the 2mt threshold. The interference between the gg →
H∗ → Z Z signal and the gg → Z Z background is neg-
ative over the whole mass range. A very similar relation
between the gg → H∗ → VV signal and the gg →
VV background is also seen for the gg → (H∗ →)Z Z
→ 2ℓ2ν and gg → (H∗ →)WW → eν µν processes.

The detector simulation for most generated Monte Carlo
(MC) event samples is performed using Geant4 [26,27].
Some background MC samples in the WW → eν µν analy-
sis for processes with large cross-sections are simulated with
the fast detector simulation package Atlfast-II [27].

2.1 Simulation of gg → (H∗ →)VV

To generate the gg → H∗ → VV and gg → VV processes,
including the interference, the LO MC generators gg2VV [7,
28] and MCFM [9,10] together with PYTHIA8 [29] and
SHERPA+OpenLoops [30–33] are used. The QCD renor-

malisation and factorisation scales are set to mVV /2 [9]. The
CT10 next-to-next-to-leading-order (NNLO) PDF set [34] is
used, as the LO gg → VV process is part of the NNLO cal-
culation for pp → VV . The default parton showering and
hadronisation option for the events processed with the full
detector simulation is PYTHIA8 with the “power shower”
parton shower option [29].

For the gg → H∗ → VV signal, a NNLO/LO K-factor2

including the next-to-leading-order (NLO) electroweak cor-
rections, KH∗

(mVV ) = σNNLO
gg→H∗→VV /σ

LO
gg→H∗→VV , is

applied. The K-factor and associated uncertainties are cal-
culated in Ref. [25] as a function of the Higgs boson virtual-
ity mVV for mH ∼125.5 GeV, using the MSTW2008 PDF
set [35]. Additional corrections are used to re-weight the pre-
dictions to the CT10 NNLO PDF set used in the simulation.

For the gg → VV background and the interference with
the gg → H∗ → VV signal, no higher-order QCD calcula-
tions are available. However, these corrections are studied for
the WW final state in Ref. [36] in the soft-collinear approx-
imation, which is considered suitable for high-mass Higgs
boson production. In this approximation, the signal K-factor
is found to provide a reliable estimate for the higher-order
QCD corrections to the signal-background interference term.

The K-factor for the gg → VV background process,
K(gg → VV ), remains unknown. Therefore, the results
in this note are given as a function of the unknown K-
factor ratio between the gg → VV background and the
gg → H∗ → VV signal, defined as

2 The shorter gg → X notation is used also in the context of higher-
order QCD calculations where qg and qq initial states contribute to the
full pp → X process.
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inclusively in jet observables



H*→ZZ→4l analysis
• Based on the on-shell H→ZZ*→4l analysis. 

• Binned ML fit observable: Matrix element (ME) kinematic discriminant: 

• enhance separation among signal and backgrounds. 

• m4l range: 220 — 1000 GeV
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3.1. Event selection and background estimations198

To minimise the dependence of the gg ! ZZ kinematics on higher-order QCD e↵ects, the analysis is199

performed inclusively, ignoring the number of jets in the events.200

The analysis is split into four lepton channels (2µ2e, 2e2µ, 4e, 4µ) as in Ref. [51]. Each electron (muon)201

must satisfy ET > 7 GeV (pT > 6 GeV) and be measured in the pseudorapidity range |⌘| < 2.47 (|⌘| < 2.7).202

The highest-pT lepton in the quadruplet must satisfy pT > 20 GeV, and the second (third) lepton in203

pT order must satisfy pT > 15 GeV (pT > 10 GeV). For each channel, the lepton pair with the mass204

closest to the Z boson mass is referred to as the leading dilepton pair and its invariant mass, m12, is205

required to be between 50 GeV and 106 GeV. The second (subleading) pair is chosen from the remaining206

leptons (more than four leptons are allowed per event) as the pair closest in mass to the Z boson and207

in the range of 50 GeV < m34 < 115 GeV. The o↵-peak region is defined to include the range from208

220 GeV < m4` < 1000 GeV.209

Figure 3(a) shows the observed and expected distributions of m4` combining all lepton channels in the210

full o↵-peak region. The data are in agreement with the SM predictions, with a small deficit of the order211

of one standard deviation (1�). Table 1 shows the expected and observed number of events in the signal-212

enriched region, 400 GeV < m4` < 1000 GeV, combining all lepton channels. This mass region was213

chosen since it is optimal for a m4` cut-based analysis.214

3.2. Matrix-element-based kinematic discriminant215

The matrix-element kinematic discriminant fully exploits the event kinematics in the centre-of-mass216

frame of the 4` system, based on eight observables: {m4`,m12,m34, cos ✓1, cos ✓2, �, cos ✓⇤, �1}, defined217

in Refs. [5, 51]. These observables are used to create the four-momenta of the leptons and incom-218

ing partons, which are then used to calculate matrix elements for di↵erent processes, provided by the219

MCFM program [9]. The following matrix elements are calculated for each event in the mass range220

220 GeV < m4` < 1000 GeV:221

• Pqq̄: matrix element squared for the qq̄! ZZ ! 4` process,222

• Pgg: matrix element squared for the gg ! (H⇤ !)ZZ ! 4` process including the Higgs boson223

(mH = 125.5 GeV) with SM couplings, continuum background and their interference,224

• PH: matrix element squared for the gg! H⇤ ! ZZ ! 4` process (mH = 125.5 GeV).225

The kinematic discriminant is defined as in Ref. [9]:226

ME = log10

 
PH

Pgg + c · Pqq̄

!
, (7)

where c = 0.1 is an empirical constant, to approximately balance the overall cross-sections of the qq̄ !227

ZZ and gg ! (H⇤ !)ZZ processes. The value of c has a very small e↵ect on the analysis sensitivity.228

Figure 3(b) shows the observed and expected distributions of the ME-based discriminant combining all229

lepton final states. Events with the ME-based discriminant value between �4.5 and 0.5 are selected with230

a signal e�ciency of > 99%.231

In addition, an alternative multivariate discriminant based on a boosted decision tree (BDT) algorithm was232

studied to further separate the gg ! H⇤ ! ZZ signal and the main qq̄ ! ZZ background, by exploiting233
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Fig. 3 Observed distributions for a the four-lepton invariant mass m4ℓ

in the range of 220 GeV < m4ℓ < 1000 GeV and b the ME-based
discriminant combining all lepton final states for the ME-based analy-
sis signal region, compared to the expected contributions from the SM
including the Higgs boson (stack). The dashed line corresponds to the

total expected event yield, including all backgrounds and the Higgs
boson with µoff-shell = 10. A relative gg → Z Z background K-factor
of RB

H∗ = 1.0 is assumed. The Z+jets and top-quark backgrounds are
barely visible in the plot since they are very small (<1 % of the total
background)

Table 1 Expected and observed numbers of events in the signal region
for all final states in the cut-based approaches. For the Z Z → 4ℓ anal-
ysis a mass range of 400 < m4ℓ < 1000 GeV is used. The other
backgrounds in the Z Z → 4ℓ final state include contributions from
Z+jets and top-quark processes. For the Z Z → 2ℓ2ν analysis the range
380 GeV < mZZ

T < 1000 GeV is considered. For the WW → eν µν
analysis, the region R8 > 450 GeV is used and background event yields
are quoted after the likelihood fit was performed. The expected events

for the gg → (H∗ →)VV and VBF (H∗ →)VV processes (Z Z or
WW ), including the Higgs boson signal, background and interference,
are reported for both the SM predictions (in bold) and µoff-shell = 10.
A relative gg → VV background K-factor of RB

H∗ = 1 is assumed.
The uncertainties in the number of expected events include the statis-
tical uncertainties from MC samples and systematic uncertainties. The
entries with a − are for processes with event yields < 0.1

Process Z Z→4ℓ Z Z → 2ℓ 2ν WW → eν µν

gg → H∗ → VV (S) 1.1 ± 0.3 3.2 ± 1.0 1.5 ± 0.4

gg → VV (B) 2.8 ± 0.8 5.3 ± 1.6 3.6 ± 1.1

gg→(H∗→)VV 2.4 ± 0.7 3.9 ± 1.2 2.4 ± 1.2

gg → (H∗ →)VV (µoff-shell = 10) 9.2 ± 2.5 24.0 ± 7.3 10 ± 4

VBF H∗ → VV (S) 0.12 ± 0.01 0.48 ± 0.04 0.42 ± 0.05

VBF VV (B) 0.71 ± 0.04 1.2 ± 0.2 1.6 ± 0.2

VBF (H∗→)VV 0.59 ± 0.03 0.7 ± 0.1 1.1 ± 0.1

VBF (H∗ →)VV (µoff-shell = 10) 1.17 ± 0.06 2.9 ± 0.2 2.8 ± 0.3

qq̄ → Z Z 21.3 ± 2.1 31.5 ± 3.5
}

2.0 ± 0.2
qq̄ → WZ – 10.6 ± 1.4

qq̄ → WW –
⎫
⎪⎬

⎪⎭
0.4 ± 0.2

40 ± 5

t t̄ , Wt , and t b̄/tqb̄ – 35 ± 4

Z → ττ – 1.4 ± 0.2

Z → ee, µµ – 3.5 ± 3.0 –

Other backgrounds – 0.8 ± 0.2 8.7 ± 1.3

Total Expected (SM) 24.4 ± 2.2 51 ± 6 90 ± 4

Observed 18 48 82

gram [9]. The following matrix elements are calculated for
each event in the mass range 220 GeV < m4ℓ < 1000 GeV:

• Pqq̄ : matrix element squared for the qq̄ → Z Z → 4ℓ

process,

• Pgg: matrix element squared for the gg → (H∗ →)Z Z
→ 4ℓ process including the Higgs boson (mH =
125.5 GeV) with SM couplings, continuum background
and their interference,
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H*→ZZ→2l2ν analysis
• Based on ZH→ invisible analysis. 

• Binned ML fit observable: transverse mass: 

• enhance sensitivity to gg→H*→ZZ signal 

• mT range: 380 — 1000 GeV
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additional kinematic information (pT and ⌘) of the ZZ system. The analysis sensitivity improves very234

little (⇠2%) compared to the ME-based discriminant alone. Due to the dependence on the pT of the ZZ235

system, the BDT-based discriminant introduces additional systematic uncertainties from the higher-order236

QCD corrections. For these reasons, the BDT-based discriminant is not used for the final result.237

4. Analysis of the ZZ ! 2` 2⌫ final state238

The analysis of the ZZ ! 2`2⌫ channel follows strategies similar to those used in the invisible Higgs bo-239

son search in the ZH channel [20]. The definitions of the reconstructed physics objects (electrons, muons,240

jets, and missing transverse momentum) are identical, but some of the kinematic cuts were optimised for241

the current analysis.242

4.1. Event selection243

As the neutrinos in the final state do not allow for a kinematic reconstruction of mZZ , the transverse mass244

(mZZ
T ) reconstructed from the transverse momentum of the dilepton system (p``T ) and the magnitude of the245

missing transverse momentum (Emiss
T ):246

mZZ
T ⌘

s q
m2

Z +
���p``T

���2 +
q

m2
Z +

���Emiss
T

���2
!2

� ���p``T + Emiss
T

���2 , (8)

is chosen as the discriminating variable to enhance sensitivity to the gg! H⇤ ! ZZ signal.247

The selection criteria are optimised to maximise the signal significance with respect to the main back-248

grounds, which are ZZ, WZ, WW, top-quark, and W/Z+jets events, as described in Sect. 4.2. The impact249

of the background uncertainty is considered in the significance calculation.250

First, events with two oppositely charged electron or muon candidates in the Z mass window 76 GeV <251

m`` < 106 GeV are selected. Events with a third lepton (e or µ) identified using looser identification cri-252

teria for the electrons and a lower pT threshold of 7 GeV are rejected. A series of selection requirements,253

including Emiss
T > 180 GeV, 380 GeV < mZZ

T < 1000 GeV, as well as ��(p``T ,Emiss
T ) > 2.5 and254 ����

���Emiss
T +

P
jet pjet

T

����p``T
����/p``T < 0.3 are necessary to suppress the Drell–Yan background. Events with a b-jet255

with pT > 20 GeV and |⌘| < 2.5, identified by the MV1 algorithm [52, 53] with 70% tagging e�ciency,256

are rejected to suppress the top-quark background. Finally, ��(`, `) < 1.4 is applied to select events with257

boosted Z bosons to further discriminate the signal from the background.258

4.2. Background estimation259

The dominant background is qq̄ ! ZZ production, followed by qq̄ ! WZ production. Background260

contributions from events with a genuine isolated lepton pair, not originating from a Z ! ee or Z ! µµ261

decay, arise from the WW, tt̄, Wt, and Z ! ⌧⌧ processes. The remaining backgrounds are from Z ! ee or262

Z ! µµ decays with poorly reconstructed Emiss
T , and from events with at least one misidentified electron263

or muon coming from W+jets, semileptonic top decays (tt̄ and single top), and multi-jet events.264
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Figure 4: Observed distribution of mZZ
T in the range 350 GeV < mZZ

T < 1000 GeV combining the 2e2⌫ and 2µ2⌫
channels, compared to the expected contributions from the SM including the Higgs boson (stack). The hatched
area shows the combined statistical and systematic uncertainties. The dashed line corresponds to the total expected
event yield, including all backgrounds and the Higgs boson with µo↵-shell = 10. A relative gg ! ZZ background
K-factor of RB

H⇤=1 is assumed.

5. Analysis of the WW ! e⌫ µ⌫ final state300

The analysis of the WW ! e⌫ µ⌫ channel closely follows the Higgs boson measurements in the oppositely301

charged electron–muon pair final state in Ref. [54]. This selection ensures orthogonality with the ZZ !302

2` 2⌫ final state. The same object identification and selection as in Ref. [54] is used in this analysis.303

Additionally, an event selection identical to that used for the gluon fusion initial states in H ! WW !304

e⌫ µ⌫ is used, up to and including a requirement on missing transverse momentum: (sub)leading lepton305

pT > (10)22 GeV, m`` > 10 GeV, and pmiss,track
T > 20 GeV, the magnitude of the missing transverse306

momentum, with a track-based soft term. The signal region (SR) and background estimations were307

revised for the high-mass region used in this analysis. Contrary to the base analysis [54], events are not308

binned by the number of jets. Top-quark events and SM WW production remain the largest expected309

backgrounds.310

5.1. Event selection311

As with the ZZ ! 2` 2⌫ channel, the neutrinos in the final state do not allow for a kinematic reconstruction312

of mVV . Thus a transverse mass (mWW
T ) is calculated from the dilepton system transverse energy (E``T ),313

the vector sum of lepton transverse momenta (p``T ), and the vector sum of neutrino transverse momenta314

(p⌫⌫T ), measured with pmiss,track
T :315

mWW
T =

r
⇣
E``T + p⌫⌫T

⌘2 � ���p``T + p⌫⌫T
���2, where E``T =

q�
p``T
�2
+
�
m``
�2. (10)
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• Based on inclusive on-shell H→WW*→lνlν analysis. 

• One-bin ML fit observable: a new variable 

• Signal region:  R8>450GeV,  Δηll<1.2, b-veto 

• Main qq→WW and top background normalised from control region.

H*→WW→eνµν analysis
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The transverse mass is modified compared to the definition in Eq. (8) as the neutrinos do not come from316

the same parent particle, and there is no mZ constraint.317

In order to isolate the o↵-shell Higgs boson production while minimising the impact of higher-order QCD318

e↵ects on gg! WW kinematics, a new variable, R8, is introduced:319

R8 =

r
m2
`` +
⇣
a · mWW

T

⌘2
. (11)

Both the coe�cient a = 0.8 and the R8 > 450 GeV requirement are optimised for o↵-shell signal sensit-320

ivity while also rejecting on-shell Higgs boson events, which have relatively low values of m`` and mWW
T .321

The predicted on-shell signal contamination is 0.04 ± 0.03 (stat.) events. The MV1 algorithm, at 85%322

e�ciency, is used to reject b-jets with pT > 20 GeV and |⌘| < 2.4 in order to reject backgrounds con-323

taining top quarks. A more e�cient working point for b-jet tagging is used compared to the ZZ ! 2` 2⌫324

analysis because of the need to reject a substantially larger top-quark background. A requirement on the325

separation between leptons, �⌘`` < 1.2, suppresses qq̄-initiated WW production relative to gg-initiated326

production. The b-jet veto and �⌘`` requirement are found to have a minimal impact on the WW-system327

kinematics and jet multiplicity in the gg ! (H⇤ !)WW processes. Table 1 contains the predicted and328

observed event yields in the signal region, 90 ± 4 and 82 respectively, in agreement with the SM with a329

small deficit in data. The distribution of the R8 variable in the signal region is shown in Fig. 5(c) for the330

SM expectation and for a Higgs boson with µo↵-shell = 10.331

5.2. Background estimation332

The dominant backgrounds arise from processes with real W bosons in the final state. The two back-333

grounds with the largest expected event yield are top-quark and qq̄! WW production. Dedicated control334

regions (CRs) are constructed to normalise these two backgrounds in the signal region with a simultan-335

eous fit. Uncertainties on the extrapolation from the CRs to the signal region are described in Sect. 6.2336

and 6.3.337

The top-quark background predictions in the signal and WW-control region are both normalised with a338

CR. A sample of top-quark events is obtained by starting from the signal region and reversing the b-jet339

veto by requiring exactly one b-tagged jet. This is closer in phase space to the b-jet-vetoed signal region340

than requiring at least one b-tag and results in a smaller uncertainty. The statistical error on the top-quark341

background normalisation is reduced by expanding the top CR down to R8 > 160 GeV and dropping the342

�⌘`` requirement. The impact of these changes is discussed in Sect. 6.3. An event yield of 13498 events343

is observed in the top CR (Fig. 5(a)), resulting in a fit normalisation factor of 1.03 ± 0.04, where the344

uncertainty includes all systematic sources, including extrapolation uncertainties described in Sect. 6.3.345

The CR is approximately 96% pure.346

The qq̄ ! WW background is normalised to data using an additional CR. The region 160 GeV < R8 <347

450 GeV without the �⌘`` requirement is used because it has a large WW contribution with negligible348

on-shell Higgs boson contamination and is adjacent to the signal region. A b-jet veto is applied to reject349

part of the substantial top-quark contamination. An event yield of 8007 events is observed in the WW350

CR (Fig. 5(b)), resulting in a fit normalisation factor of 1.03 ± 0.11, including all of the uncertainties as351

above. This CR is approximately 46% pure in qq̄ ! WW, while the leading background of top-quark352

events contributes another 39% to the region. The gg-initiated WW background is estimated from MC353

simulation, as discussed in Sect. 2.1.354
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Fig. 5 Observed distributions of R8, constructed from the dilepton
invariant mass and transverse mass, Eq. (11), in the WW → eνµν
channel for a the top control region, bWW control region (the CRs start
at 160 GeV), and c the signal region for R8 above 450 GeV, compared
to the expected contributions from the SM including the Higgs boson
(stack). The dashed line corresponds to the total expected event yield,

including all backgrounds and the Higgs boson with µoff-shell = 10.
The last bin in a and c includes the overflow. A relative gg → WW
background K-factor of RB

H∗ = 1 is assumed. The top-quark and WW
backgrounds are normalised to data as described in Sect. 5.1. The stack-
ing order follows the legend in each plot

In order to isolate the off-shell Higgs boson production
while minimising the impact of higher-order QCD effects on
gg → WW kinematics, a new variable, R8, is introduced:

R8 =
√
m2

ℓℓ +
(
a · mWW

T

)2
. (11)

Both the coefficient a = 0.8 and the requirement R8 >

450 GeV are optimised for off-shell signal sensitivity while
also rejecting on-shell Higgs boson events, which have rel-
atively low values of mℓℓ and mWW

T . The predicted on-shell
signal contamination is 0.04 ± 0.03(stat.) events. The MV1
algorithm, at 85 % efficiency, is used to reject b-jets with
pT > 20 GeV and |η| < 2.4 in order to reject backgrounds
containing top quarks. A more efficient working point for
b-jet tagging is used compared to the Z Z → 2ℓ 2ν analy-
sis because of the need to reject a substantially larger top-

quark background. A requirement on the separation between
leptons, $ηℓℓ < 1.2, suppresses qq̄-initiated WW pro-
duction relative to gg-initiated production. The b-jet veto
and $ηℓℓ requirement are found to have a minimal impact
on the WW -system kinematics and jet multiplicity in the
gg → (H∗ →)WW processes. Table 1 contains the pre-
dicted and observed event yields in the signal region, 90 ± 4
and 82 respectively, in agreement with the SM with a small
deficit in data. The distribution of the R8 variable in the sig-
nal region is shown in Fig. 5c for the SM expectation and for
a Higgs boson with µoff-shell = 10.

5.2 Background estimation

The dominant backgrounds arise from processes with real
W bosons in the final state. The two backgrounds with the
largest expected event yield are top-quark and qq̄ → WW

123
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Fig. 5 Observed distributions of R8, constructed from the dilepton
invariant mass and transverse mass, Eq. (11), in the WW → eνµν
channel for a the top control region, bWW control region (the CRs start
at 160 GeV), and c the signal region for R8 above 450 GeV, compared
to the expected contributions from the SM including the Higgs boson
(stack). The dashed line corresponds to the total expected event yield,

including all backgrounds and the Higgs boson with µoff-shell = 10.
The last bin in a and c includes the overflow. A relative gg → WW
background K-factor of RB

H∗ = 1 is assumed. The top-quark and WW
backgrounds are normalised to data as described in Sect. 5.1. The stack-
ing order follows the legend in each plot

In order to isolate the off-shell Higgs boson production
while minimising the impact of higher-order QCD effects on
gg → WW kinematics, a new variable, R8, is introduced:

R8 =
√
m2

ℓℓ +
(
a · mWW

T

)2
. (11)

Both the coefficient a = 0.8 and the requirement R8 >

450 GeV are optimised for off-shell signal sensitivity while
also rejecting on-shell Higgs boson events, which have rel-
atively low values of mℓℓ and mWW

T . The predicted on-shell
signal contamination is 0.04 ± 0.03(stat.) events. The MV1
algorithm, at 85 % efficiency, is used to reject b-jets with
pT > 20 GeV and |η| < 2.4 in order to reject backgrounds
containing top quarks. A more efficient working point for
b-jet tagging is used compared to the Z Z → 2ℓ 2ν analy-
sis because of the need to reject a substantially larger top-

quark background. A requirement on the separation between
leptons, $ηℓℓ < 1.2, suppresses qq̄-initiated WW pro-
duction relative to gg-initiated production. The b-jet veto
and $ηℓℓ requirement are found to have a minimal impact
on the WW -system kinematics and jet multiplicity in the
gg → (H∗ →)WW processes. Table 1 contains the pre-
dicted and observed event yields in the signal region, 90 ± 4
and 82 respectively, in agreement with the SM with a small
deficit in data. The distribution of the R8 variable in the sig-
nal region is shown in Fig. 5c for the SM expectation and for
a Higgs boson with µoff-shell = 10.

5.2 Background estimation

The dominant backgrounds arise from processes with real
W bosons in the final state. The two backgrounds with the
largest expected event yield are top-quark and qq̄ → WW
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In order to isolate the off-shell Higgs boson production
while minimising the impact of higher-order QCD effects on
gg → WW kinematics, a new variable, R8, is introduced:

R8 =
√
m2

ℓℓ +
(
a · mWW

T

)2
. (11)

Both the coefficient a = 0.8 and the requirement R8 >

450 GeV are optimised for off-shell signal sensitivity while
also rejecting on-shell Higgs boson events, which have rel-
atively low values of mℓℓ and mWW

T . The predicted on-shell
signal contamination is 0.04 ± 0.03(stat.) events. The MV1
algorithm, at 85 % efficiency, is used to reject b-jets with
pT > 20 GeV and |η| < 2.4 in order to reject backgrounds
containing top quarks. A more efficient working point for
b-jet tagging is used compared to the Z Z → 2ℓ 2ν analy-
sis because of the need to reject a substantially larger top-

quark background. A requirement on the separation between
leptons, $ηℓℓ < 1.2, suppresses qq̄-initiated WW pro-
duction relative to gg-initiated production. The b-jet veto
and $ηℓℓ requirement are found to have a minimal impact
on the WW -system kinematics and jet multiplicity in the
gg → (H∗ →)WW processes. Table 1 contains the pre-
dicted and observed event yields in the signal region, 90 ± 4
and 82 respectively, in agreement with the SM with a small
deficit in data. The distribution of the R8 variable in the sig-
nal region is shown in Fig. 5c for the SM expectation and for
a Higgs boson with µoff-shell = 10.

5.2 Background estimation

The dominant backgrounds arise from processes with real
W bosons in the final state. The two backgrounds with the
largest expected event yield are top-quark and qq̄ → WW
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Results for the individual off-shell analysis 
— NLL scanning

Negative log-likelihood, -2lnΛ, as a function of µoffshell�

8

H*→ZZ→4l H*→ZZ→2l2ν H*→WW→eνµν

✦ ZZ→4l and WW→eνµν channel is statistics dominate 
✦ sensitivity in ZZ→2l2ν is significantly reduced by theory systematic uncertainty
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Fig. 6 Scan of the negative log-likelihood, −2 ln !, as a function of
µoff-shell, in the Z Z → 4ℓ (a), Z Z → 2ℓ 2ν (b) and WW → eν µν
(c) channels. The black solid (dashed) line represents the observed
(expected) value including all systematic uncertainties, while the red

solid (dashed) line is for the observed (expected) value without sys-
tematic uncertainties. A relative gg → VV background K-factor of
RB
H∗ = 1 is assumed in these figures

for the Z Z → 4ℓ and Z Z → 2ℓ2ν analyses and for all
signal events in the signal region for the WW → eν µν

analysis.

7.2 Combination of the off-shell Z Z and WW analyses

The analyses described in the previous sections are com-
bined to obtain a limit onµoff-shell. In combining the off-shell
results the main systematic uncertainties related to the the-
ory uncertainties on the gg → (H∗ →)VV (including sig-
nal and interference contributions) and qq̄ → VV processes
are treated as correlated between the different channels. The
same K-factor ratio RB

H∗ is assumed for the gg → Z Z and
gg → WW backgrounds. Where appropriate, the experi-
mental systematic uncertainties are also treated as correlated.
However, they are found to have a very small impact on the
final combined limit.

The limits on µoff-shell are obtained under two different
assumptions:

• Determination of the signal strengthµoff-shell when fixing
the ratio of the signal strength in gg → H∗ and VBF to
the SM prediction, namely µ

gg→H∗
off-shell /µ

V BF
off-shell = 1.

• Determination of the signal strength µ
gg→H∗→VV
off-shell when

fixing the VBF off-shell signal strength to the SM pre-
diction, i.e. µVBF H∗→VV

off-shell = 1.

The scan of the negative log-likelihood, −2 ln !, as a func-
tion of µoff-shell for data and the expected curve for an SM
Higgs boson for the two cases above are shown in Fig. 9.

The limits on µoff-shell and µ
gg→H∗
off-shell are computed with

theCLs method, assuming for the alternative hypothesis that
all the off-shell rates are at their SM predictions. They are
derived as a function of the gg → VV background K-factor
ratio RB

H∗ . These results are reported in Table 4 and shown
in Fig. 10, assuming either one common scale factor for both
the gg → H∗ and VBF processes or using a scale factor for
the gg → H∗ process and fixing the VBF production to the
SM prediction.
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for the Z Z → 4ℓ and Z Z → 2ℓ2ν analyses and for all
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analysis.

7.2 Combination of the off-shell Z Z and WW analyses

The analyses described in the previous sections are com-
bined to obtain a limit onµoff-shell. In combining the off-shell
results the main systematic uncertainties related to the the-
ory uncertainties on the gg → (H∗ →)VV (including sig-
nal and interference contributions) and qq̄ → VV processes
are treated as correlated between the different channels. The
same K-factor ratio RB

H∗ is assumed for the gg → Z Z and
gg → WW backgrounds. Where appropriate, the experi-
mental systematic uncertainties are also treated as correlated.
However, they are found to have a very small impact on the
final combined limit.

The limits on µoff-shell are obtained under two different
assumptions:

• Determination of the signal strengthµoff-shell when fixing
the ratio of the signal strength in gg → H∗ and VBF to
the SM prediction, namely µ

gg→H∗
off-shell /µ

V BF
off-shell = 1.

• Determination of the signal strength µ
gg→H∗→VV
off-shell when

fixing the VBF off-shell signal strength to the SM pre-
diction, i.e. µVBF H∗→VV

off-shell = 1.

The scan of the negative log-likelihood, −2 ln !, as a func-
tion of µoff-shell for data and the expected curve for an SM
Higgs boson for the two cases above are shown in Fig. 9.

The limits on µoff-shell and µ
gg→H∗
off-shell are computed with

theCLs method, assuming for the alternative hypothesis that
all the off-shell rates are at their SM predictions. They are
derived as a function of the gg → VV background K-factor
ratio RB

H∗ . These results are reported in Table 4 and shown
in Fig. 10, assuming either one common scale factor for both
the gg → H∗ and VBF processes or using a scale factor for
the gg → H∗ process and fixing the VBF production to the
SM prediction.
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H∗ = 1 is assumed in these figures

for the Z Z → 4ℓ and Z Z → 2ℓ2ν analyses and for all
signal events in the signal region for the WW → eν µν

analysis.

7.2 Combination of the off-shell Z Z and WW analyses

The analyses described in the previous sections are com-
bined to obtain a limit onµoff-shell. In combining the off-shell
results the main systematic uncertainties related to the the-
ory uncertainties on the gg → (H∗ →)VV (including sig-
nal and interference contributions) and qq̄ → VV processes
are treated as correlated between the different channels. The
same K-factor ratio RB

H∗ is assumed for the gg → Z Z and
gg → WW backgrounds. Where appropriate, the experi-
mental systematic uncertainties are also treated as correlated.
However, they are found to have a very small impact on the
final combined limit.

The limits on µoff-shell are obtained under two different
assumptions:

• Determination of the signal strengthµoff-shell when fixing
the ratio of the signal strength in gg → H∗ and VBF to
the SM prediction, namely µ

gg→H∗
off-shell /µ

V BF
off-shell = 1.

• Determination of the signal strength µ
gg→H∗→VV
off-shell when

fixing the VBF off-shell signal strength to the SM pre-
diction, i.e. µVBF H∗→VV

off-shell = 1.

The scan of the negative log-likelihood, −2 ln !, as a func-
tion of µoff-shell for data and the expected curve for an SM
Higgs boson for the two cases above are shown in Fig. 9.

The limits on µoff-shell and µ
gg→H∗
off-shell are computed with

theCLs method, assuming for the alternative hypothesis that
all the off-shell rates are at their SM predictions. They are
derived as a function of the gg → VV background K-factor
ratio RB

H∗ . These results are reported in Table 4 and shown
in Fig. 10, assuming either one common scale factor for both
the gg → H∗ and VBF processes or using a scale factor for
the gg → H∗ process and fixing the VBF production to the
SM prediction.
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Combination of the off-shell ZZ and WW analysis

• Combine ZZ→4l, ZZ→2l2ν and WW→eνµν channels 

• Correlate the main theoretical uncertainty and related experimental uncertainty 

• Two fitting assumptions: 

• Common µoff-shell, assuming ratio of ggF and VBF production modes as in SM. 

• Fit µoff-shell for ggF and assume SM VBF couplings

9

N
o

t
r
e
v

i
e
w

e
d

,
f
o

r
i
n

t
e
r
n

a
l

c
i
r
c
u

l
a

t
i
o

n
o

n
l
y

DRAFT

 [GeV]VV→H*
VV

S/B weighted m
200 400 600 800 1000 1200 1400

N
or

m
al

is
ed

 to
 u

ni
t a

re
a 

/ 3
0 

G
eV

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

ATLAS Simulation Internal

  > = 579 GeVZZ4l,        <m→ZZ→H*
  > = 618 GeVZZ,    <mν2l2→ZZ→H*

> = 675 GeV
WW

, <mνµνe→WW→H*

Figure 8: Normalised distribution of the generated mass mVV for the gg! H⇤ ! VV and the VBF H⇤ ! VV signal
processes weighted by the expected S/B ratio in each bin of the final discriminant for the ZZ ! 4` and ZZ ! 2`2⌫
analyses and for all events in the signal region for the WW ! e⌫ µ⌫ analysis.

The scan of the negative log-likelihood, �2 ln⇤, as a function of µo↵-shell for data and the expected curve572

for an SM Higgs boson for the two cases above are shown in Fig. 9.573

Observed Median expected Assumption
RB

H⇤ 0.5 1.0 2.0 0.5 1.0 2.0

µo↵-shell 5.1 6.2 8.6 6.7 8.1 11.0 µgg!H⇤
o↵-shell/µ

VBF
o↵-shell=1

µgg!H⇤!VV
o↵-shell 5.3 6.7 9.8 7.3 9.1 13.0 µVBF H⇤!VV

o↵-shell =1

Table 5: The observed and expected 95% CL upper limits on µo↵-shell and µgg!H⇤!VV
o↵-shell within the range of 0.5 <

RB
H⇤ < 2 for the combined ZZ and WW analyses. Results are shown for two hypotheses, which are defined in the

Assumption column. The bold numbers correspond to the limit assuming RB
H⇤ = 1. The upper limits are evaluated

using the CLs method, with the alternative hypothesis µo↵-shell = 1.

The limits on µo↵-shell and µgg!H⇤
o↵-shell are computed with the CLs method, assuming for the alternative hy-574

pothesis that all the o↵-shell rates are at their SM predictions. They are derived as a function of the575

gg ! VV background K-factor ratio RB
H⇤ . These results are reported in Table 5 and shown in Fig. 10,576

assuming either one common scale factor for both the gg! H⇤ and VBF processes or using a scale factor577

for the gg! H⇤ process and fixing the VBF production to the SM prediction.578

The impact of the various systematic uncertainties on the combined expected limit in the o↵-shell fit are579

listed in Table 6 when fixing the ratio of the signal strength in gg ! H⇤ and VBF to the SM prediction.580

The values in this table were derived by fixing all the nuisance parameters associated with the systematic581

uncertainties to the values derived from the SM-conditional fit to the data, with the exception of the one582

under study.583
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Fig. 10 The observed and expected combined 95 % CL upper limit on
µoff-shell as a function of RB

H∗ for the combined Z Z and WW analyses.
The upper limits are calculated using the CLs method, with the SM
as the alternative hypothesis. a Limit on the common signal strength
µoff-shell applied to both the gg → H∗ and VBF processes. The ratio

of the gg → H∗ and VBF processes is assumed to be as in the SM. b
Limit on the signal strength µ

gg→H∗→VV
off-shell for the gg → H∗ → VV

process. The production rate for the VBF off-shell process is fixed to
the SM prediction. The green (yellow) bands represent the 68 % (95 %)
confidence intervals for the CLs expected limit

Table 5 The expected 95 % CL upper limit on µoff-shell for the com-
bined Z Z and WW analyses, with a ranked listing of each systematic
uncertainty individually, comparing with no systematic uncertainty or
all systematic uncertainties. The upper limits are evaluated using the
CLs method, assuming RB

H∗ = 1. The ratio of the gg → H∗ and VBF
processes is assumed to be as expected in the SM

Systematic uncertainty 95 % CL lim. (CLs) on µoff−shell

Interference gg → (H∗ →)VV 7.2

QCD scale KH∗
(mVV ) (correlated

component)
7.1

PDF qq̄ → VV and
gg → (H∗ →)VV

6.7

QCD scale qq̄ → VV 6.7

Luminosity 6.6

Drell–Yan background 6.6

QCD scale KH∗
gg (mVV )

(uncorrelated component)
6.5

Remaining systematic
uncertainties

6.5

All systematic uncertainties 8.1

No systematic uncertainties 6.5

κV,off-shell associated with the VBF production and the
H (∗) → VV decay. The ratio "H/"SM

H = 1 is fixed
to the SM prediction. The parameter Rgg is sensitive to
possible modifications of the gluon couplings in the high-
mass range with respect to the on-shell value.

The negative log-likelihood scans for the above-defined
fitting configurations as well as the combined upper limit at
95 % CL on "H/"SM

H and Rgg are illustrated in Figs. 11 and

12 and the corresponding limits are listed in Table 6. The
limits are all computed with the CLs method, taking the SM
values as the alternative hypothesis.

The limit on "H/"SM
H can be translated into a limit on

the total width of the Higgs boson under the assumptions
reported above, out of which the most important is that the
relevant Higgs boson coupling scale factors are independent
of the energy scale of the Higgs boson production. Assum-
ing a value of RB

H∗ = 1, this translates into an observed
(expected) 95 % CL upper limit on the Higgs boson total
width of 22.7 (33.0) MeV.10

8 Conclusion

The measurement of the Z Z and WW final states in the mass
range above the 2mZ and 2mW thresholds provides a unique
opportunity to measure the off-shell coupling strengths of
the observed Higgs boson. In this paper constraints on the
off-shell Higgs boson signal strengths in the Z Z → 4ℓ,
Z Z → 2ℓ2ν and WW → eν µν final states and their com-
bination are presented. The result is based on pp collision
data collected by the ATLAS experiment at the LHC, corre-
sponding to an integrated luminosity of 20.3 fb−1 at a colli-
sion energy of

√
s = 8 TeV.

Using the CLs method, the observed 95 % confidence
level (CL) upper limit on the off-shell signal strength is in
the range 5.1–8.6, with an expected range of 6.7–11.0. In each

10 The value of the SM Higgs boson width of 4.12 MeV at a mass of
125.4 GeV [23] is used to convert the limit "H /"SM

H into the total width
limit.
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Breakdown of systematic uncertainties

• fix all NP to the profit results, with the exception of the one 
under study. 

• Dominated by the statistical uncertainty and QCD theoretical 
uncertainty
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Systematic uncertainty 95% CLs up. lim. on µo↵�shell
Interference gg! (H⇤ !)VV 7.2
QCD scale KH⇤(mVV ) (correlated component) 7.1
PDF qq̄! VV and gg! (H⇤ !)VV 6.7
QCD scale qq̄! VV 6.7
Luminosity 6.6
Drell–Yan background 6.6
QCD scale KH⇤

gg (mVV ) (uncorrelated component) 6.5
Remaining systematic uncertainties 6.5
All systematic uncertainties 8.1
No systematic uncertainties 6.5

Table 6: The expected 95% CL upper limit on µo↵-shell for the combined ZZ and WW analyses, with a ranked
listing of each systematic uncertainty individually, comparing with no systematic uncertainty or all systematic
uncertainties. The upper limits are evaluated using the CLs method, assuming RB

H⇤=1. The ratio of the gg ! H⇤
and VBF processes is assumed to be as expected in the SM.

7.3. Combination of the o↵-shell and on-shell ZZ and WW analyses584

In this section, the o↵-shell results reported above are combined with the on-shell H ! ZZ⇤ ! 4` [51]585

and H ! WW⇤ ! `⌫`⌫ [54] analyses based on the 8 TeV data taken in 2012. In these analyses a Higgs586

boson mass value of 125.36 GeV [11] is assumed. For the on-shell ZZ and WW combination the main587

common sources of theoretical and experimental systematic uncertainties are treated as correlated [3].588

The uncertainties from the impact of higher-order QCD corrections on the gg! H(⇤) and qq! VV pro-589

cesses are considered correlated between the on-shell and o↵-shell measurements. The PDF uncertainties590

are treated as uncorrelated between on-shell and o↵-shell analyses. The correlations between the PDF591

uncertainties for the on-shell and o↵-shell analyses are expected to be small with the exception of the592

ones for the qq̄! VV process, which have negligible impact on the on-shell results.593

In addition to the main theoretical uncertainties, the common experimental systematic uncertainties are594

treated as correlated.595

The results reported in the following are based on two di↵erent assumptions:596

• Determination of �H/�SM
H when profiling the coupling scale factors g and V associated with the597

on- and o↵-shell gg ! H(⇤) and VBF production and the H(⇤) ! VV decay, assuming g,on-shell =598

g,o↵-shell and V,on-shell = V,o↵-shell.599

• Determination of Rgg = 2g,o↵-shell/
2
g,on-shell when profiling the coupling scale factor V = V,on-shell =600

V,o↵-shell associated with the VBF production and the H(⇤) ! VV decay. The ratio �H/�SM
H =1 is601

fixed to the SM prediction. The parameter Rgg is sensitive to possible modifications of the gluon602

couplings in the high-mass range with respect to the on-shell value.603

The negative log-likelihood scans for the above-defined fitting configurations as well as the combined604

upper limit at 95% CL on �H/�SM
H and Rgg are illustrated in Figs. 11 and 12 and the corresponding limits605

are listed in Table 7. The limits are all computed with the CLs method, taking the SM values as the606

alternative hypothesis.607
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Fig. 11 a Scan of the negative log-likelihood as a function of !H /!SM
H

when profiling the coupling scale factors κg and κV associated with the
on- and off-shell gg → H (∗) and VBF production and the H (∗) → VV
decay. The black solid (dashed) line represents the observed (expected)
value including all systematic uncertainties, while the red solid
(dashed) line is for the observed (expected) value without systematic

uncertainties. b Observed and expected combined 95 % CL upper limit
on !H /!SM

H as a function of RB
H∗ under the same assumption as a.

The upper limits are calculated from the CLs method, with the SM
values as the alternative hypothesis. The green (yellow) bands repre-
sent the 68 % (95 %) confidence intervals for the CLs expected limit
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Fig. 12 a Scan of Rgg = κ2
g,off-shell/κ

2
g,on-shell when profiling the cou-

pling scale factor κV associated with the on- and off-shell VBF pro-
duction and the H (∗) → VV decay. The ratio !H /!SM

H is set to 1.0.
The black solid (dashed) line represents the observed (expected) value
including all systematic uncertainties, while the red solid (dashed) line
is for the observed (expected) value without systematic uncertainties.

b Observed and expected combined 95 % CL upper limit on Rgg as a
function of RB

H∗ under the same assumption as a. The upper limits are
calculated from the CLs method, with the SM values as the alterna-
tive hypothesis. The green (yellow) bands represent the 68 % (95 %)
confidence intervals for the CLs expected limit

Table 6 Observed and expected 95 % CL upper limits on !H /!SM
H and Rgg for the combined on- and off-shell Z Z and WW analyses. Results

are shown for two hypotheses, which are defined in the assumption column. RB
H∗ is within the range 0.5< RB

H∗ < 2

RB
H∗ Observed Median expected Assumption

0.5 1.0 2.0 0.5 1.0 2.0

!H /!SM
H 4.5 5.5 7.5 6.5 8.0 11.2 κi,on-shell = κi,off-shell

Rgg = κ2
g,off-shell/κ

2
g,on-shell 4.7 6.0 8.6 7.1 9.0 13.4 κV,on-shell = κV,off-shell, !H /!SM

H = 1
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Table 6 Observed and expected 95 % CL upper limits on !H /!SM
H and Rgg for the combined on- and off-shell Z Z and WW analyses. Results

are shown for two hypotheses, which are defined in the assumption column. RB
H∗ is within the range 0.5< RB

H∗ < 2

RB
H∗ Observed Median expected Assumption

0.5 1.0 2.0 0.5 1.0 2.0

!H /!SM
H 4.5 5.5 7.5 6.5 8.0 11.2 κi,on-shell = κi,off-shell

Rgg = κ2
g,off-shell/κ

2
g,on-shell 4.7 6.0 8.6 7.1 9.0 13.4 κV,on-shell = κV,off-shell, !H /!SM

H = 1
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Combination of the off-shell and on-shell ZZ and WW analysis

• Combine with 2012 on-shell ZZ and WW measurements. 

• Interpretation: 

• ΓH/ΓH
SM, profiling κg and κV separately (assumes same on-shell and off-shell couplings) 

• Rgg = κ2
g,off-shell/κ2

g,on-shell, profiling κV(assumes ΓH/ΓH
SM=1)

11
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DRAFT

The limit on �H/�SM
H can be translated into a limit on the total width of the Higgs boson, assuming the608

value of RB
H⇤=1 and under the assumptions reported above. This translates into an observed (expected)609

95% CL upper limit on the Higgs boson total width of 22.7 (33.0) MeV.10
610
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Figure 11: (a) Scan of the negative log-likelihood as a function of �H/�SM
H when profiling the coupling scale factors

g and V associated with the on- and o↵-shell gg ! H(⇤) and VBF production and the H(⇤) ! VV decay. The
black solid (dashed) line represents the observed (expected) value including all systematic uncertainties, while the
red solid (dashed) line is for the observed (expected) value without systematic uncertainties. (b) Observed and
expected combined 95% CL upper limit on �H/�SM

H as a function of RB
H⇤ under the same assumption as (a). The

upper limits are calculated from the CLs method, with the SM values as the alternative hypothesis. The green
(yellow) bands represent the 68% (95%) confidence intervals for the CLs expected limit.

Observed Median expected Assumption
RB

H⇤ 0.5 1.0 2.0 0.5 1.0 2.0

�H/�SM
H 4.5 5.5 7.5 6.5 8.0 11.2 i,on-shell = i,o↵-shell

Rgg = 2g,o↵-shell/
2
g,on-shell 4.7 6.0 8.6 7.1 9.0 13.4 V,on-shell = V,o↵-shell, �H/�SM

H =1

Table 7: Observed and expected 95% CL upper limits on �H/�SM
H and Rgg for the combined on- and o↵-shell ZZ

and WW analyses. Results are shown for two hypotheses, which are defined in the Assumption column. RB
H⇤ is

within the range 0.5< RB
H⇤< 2.

10 The value of the SM Higgs boson width of 4.12 MeV at a mass of 125.4 GeV [23] is used to convert the limit �H/�SM
H into

the total width limit.
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Table 6 Observed and expected 95 % CL upper limits on !H /!SM
H and Rgg for the combined on- and off-shell Z Z and WW analyses. Results

are shown for two hypotheses, which are defined in the assumption column. RB
H∗ is within the range 0.5< RB

H∗ < 2

RB
H∗ Observed Median expected Assumption

0.5 1.0 2.0 0.5 1.0 2.0

!H /!SM
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Rgg = κ2
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Comparison with CMS results

12

03/07/2014 9 

Likelihood profiling 

• Reminder : SM predicts : 
• ΓH = 4.2MeV 

 
• 95% C.L. Limits on ΓH : 

• Expected : 33MeV  
• Observed : 22MeV 

 
• ΓH  Measurement : 

• Expected : 4.2+13.5
-4.2 MeV 

• Observed : 1.8+7.7
-1.8  MeV 

 
• Combination improves the 

individual limits by ~20% 
 

• Compatibility between the 
observed results and the SM 
hypothesis lead to a  
p-value of 0.24 
 

µVBF=µggF

• Different limit setting method.

• Treatment of ggZZ background k-factors:

• CMS uses 10% flat uncertainty 

• ATLAS: a results with a scan of the k-factors. 

• Treatment of the interference uncertainties:

• CMS: 10% (correlated with ggZZ bkg) 

• ATLAS: 30% uncorrelated with the rest

Γ/ΓSM =obs.(exp.) CMS ATLAS

4l 8.0(10.1) µ:7.3(10.6)

2l2ν 8.1(10.6) µ:11.0(10.6)

lνlν µ:17.2(21.3)

combined 5.4(8.0) 5.5(8.0)



Conclusion
• Using the results from five HSG2 and HSG3 analyses, can set 

95% CL observed (expected) limits: 

• µoff-shell < 5.1–8.6 (6.7–11.0) for RBH*=0.5–2.0 

• ΓH/ΓHSM < 4.5–7.5 (6.5–11.2) for RBH*=0.5–2.0 

• ΓH < 22.7 (33.0) MeV for RBH*=1 

• Rgg < 4.7–8.6 (7.1–13.4) for RBH*=0.5–2.0 

• It will be promising with high statistical sample and more 
precision theoretical precision.
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• The interactions of the Higgs boson have been probed using the 
κ-framework: Coupling strength is allowed to vary from SM, 
instead of Higgs kinematic properties.

• An alternative framework is in EFT approach: 

• New tensor structure for the interactions between Higgs and 
SM particle (kinematic shape can be changed) 

• Probe the new physics that exists at larger energy scale

Constraint on non-SM interaction in EFT

14



• Aim: setting limits on Wilson coefficients with the 6-dimension CP-even/
odd operator with H→γγ differential cross sections.

Analysis Overview

15

Overview

For a full introduction and 1D scan results, see the last talk:
https://indico.cern.ch/event/384019/contribution/1/material/slides/0.pdf

Analysis idea: Simultaneous fit to measured fiducial cross section with cross
correlations can be used to constrain new physics in the Higgs sector

Fit parameters of interest: Wilson coe�cients ci

LSM +
X

c̄iOi

Extend the SM with point-like interactions;

cg

H+
t

t
t̄

SM NP

2 / 16

“Wilson coefficients” ci specify the new 
interaction strength

1 Introduction

The discovery of a Higgs boson at the ATLAS and CMS experiments [1,2] o↵ers a new opportunity to search
for physics beyond the Standard Model (SM) by examining the strength and structure of the Higgs boson’s
interactions with other particles. Thus far, the interactions of the Higgs boson have been probed using the
-framework [3], in which the strength of a given coupling is allowed to vary from the SM prediction by a
constant value. In this approach, the total rate of a given production and decay channel can di↵er from the
SM prediction, but the kinematic properties of the Higgs boson in each decay channel are unchanged.

An alternative framework for probing physics beyond the SM is the e↵ective field theory (EFT) approach [3–
8], whereby the SM Lagrangian is augmented by additional operators of dimension-six or higher. Some of
these operators produce new tensor structures for the interactions between the Higgs boson and the SM
particles, which can modify the shapes of the Higgs boson kinematic distributions as well as the associated
jet spectra. The new interactions arise as the low-energy manifestation of new physics that exists at energy
scales much larger than the partonic centre-of-mass energies being probed.

In this Letter, the e↵ects of EFT operators that produce anomalous CP-even and CP-odd interactions between
the Higgs boson and photons, gluons, W bosons and Z bosons are studied. The analysis is performed using
a simultaneous fit to five detector-corrected di↵erential cross sections in the H ! �� decay channel, which
were previously published by the ATLAS Collaboration [9]. These are the di↵erential cross sections as
a function of the diphoton transverse momentum (p��T ), the number of jets produced in association with
the diphoton system (Njets), the leading-jet transverse momentum (p j1

T ), and the invariant mass (m j j) and
di↵erence in azimuthal angle (�� j j) of the leading and sub-leading jets in events containing two or more jets.
The inclusion of di↵erential information significantly improves the sensitivity to operators that modify the
Higgs boson’s interactions with W and Z bosons. To perform a simultaneous analysis of these distributions,
the statistical correlations between bins of di↵erent distributions need to be included in the fit procedure.
These correlations are evaluated by analysing the H ! �� candidate events in the data, and are published as
part of this Letter to allow future studies of new physics that produces non-SM kinematic distributions for
H ! ��.

2 Higgs e↵ective field theory framework

The EFT used in this analysis is presented in Ref. [8]. In this model, the SM Lagrangian is augmented
with the dimension-six CP-even operators of the Strongly Interacting Light Higgs formulation [6] and cor-
responding CP-odd operators. The H ! �� di↵erential cross sections are mainly sensitive to the operators
that a↵ect the Higgs boson’s interactions with gauge bosons and the relevant terms in the Lagrangian can be
specified by

L = c̄�O� + c̄gOg + c̄HWOHW + c̄HBOHB

+ c̃�Õ� + c̃gÕg + c̃HWÕHW + c̃HBÕHB,

where c̄i and c̃i are ‘Wilson coe�cients’ specifying the strength of the new CP-even and CP-odd interactions,
respectively, and the dimension-six operators Oi are those described in Refs. [8, 10]. In the SM, all of the

2

Analysis Overview

Idea: setting limits on Wilson coe�cients using EFT formulation of Higgs
interactions:

LSM +
X

i

CiOi

Isolated 12 Wilson coe�cients that one can probe in the H ! �� channel
using di↵erential distributions:

Wilson coe�cient Description Operator

Cg E↵. copuling of Higgs to gluons H2G2

C̃g E↵. copuling of Higgs to gluons H2G2

C� E↵. copuling of Higgs to Photons H2F 2

C̃� E↵. copuling of Higgs to Photons H2F 2

CH E↵. coupling of Higgs to itself H4

CT Higgs EoM term (H@H)2

CB Higgs EoM term & Z (H@H)@B
CW Higgs EoM term & W (H@H)@W
CHW Higgs EoM term & W (@H)2W
C̃HW Higgs EoM term & W (@H)2W
CHB Higgs EoM term & Z (@H)2B
C̃HB Higgs EoM term & Z (@H)2B

2 / 5



Theoretical prediction

16

• Take the high order SM prediction as the reference (MG5_aMC@NLO for ggF)  

• Introduce the anomalous coupling effect by the correction scale factor (ratio of 
SM + AP case to the SM case). 

• Sum over the different Higgs production mechanisms

ATLAS Collaboration / Physics Letters B 753 (2016) 69–85 71

25 samples are used when studying two Wilson coefficients simul-
taneously. As the Wilson coefficients enter the effective Lagrangian 
in a linear fashion, second-order polynomials are used to pre-
dict the cross sections in each bin. The method was validated by 
comparing the differential cross sections obtained with the pa-
rameterisation function to the predictions obtained with dedicated 
event samples generated at the specific point in parameter space.

The model implemented in FeynRules fixes the Higgs boson 
width to be that of the SM, !H = 4.07 MeV [3]. The cross sec-
tions are scaled by !H/(!H + "!), where "! is the change in 
partial width due to a specific choice of Wilson coefficient. The 
change in partial width is determined for each Higgs coupling us-
ing the partial-width calculator in Madgraph5 and normalised to 
reproduce the SM prediction from Hdecay [24].

The leading-order predictions obtained from Madgraph5 are 
reweighted to account for higher-order QCD and electroweak cor-
rections to the SM process, assuming that these corrections fac-
torise from the new physics effects. The differential cross section 
as a function of variable X for a specific choice of Wilson coeffi-
cient, ci is given by

dσ

dX
=

∑

j

(
dσ j

dX

)ref

·
(

dσ j

dX

)MG5

ci

/

(
dσ j

dX

)MG5

ci=0
,

where the summation j is over the different Higgs boson produc-
tion mechanisms, ‘MG5’ labels the Madgraph5 prediction and ‘ref’ 
labels a reference sample for SM Higgs boson production.

The reference sample for Higgs boson production via gluon fu-
sion is simulated using MG5_aMC@NLO [25] with the CT10 parton 
distribution function [26]. The H + n-jets topologies are gener-
ated using next-to-leading-order (NLO) matrix elements for each 
parton multiplicity (n = 0, 1 or 2) and combined using the FxFx 
merging scheme [27]. The parton-level events are passed through
Pythia8 [28] to produce the hadronic final state using the AU2 
parameter set [29]. The sample is normalised to the total cross 
section predicted by a next-to-next-to-leading-order plus next-
to-next-to-leading-logarithm (NNLO+NNLL) QCD calculation with 
NLO electroweak corrections applied [3]. The reference sample for 
Higgs boson production via vector-boson fusion (VBF) is generated 
at NLO accuracy in QCD using the Powheg Box [30]. The events are 
generated using the CT10 parton distribution function (PDF) and
Pythia8 with the AU2 parameter set. The VBF sample is normalised 
to an approximate-NNLO QCD cross section with NLO electroweak 
corrections applied [3]. The reference samples for Higgs boson pro-
duction in association with a vector boson (VH, V = W , Z ) or a 
top–antitop pair (tt̄ H) are produced at leading-order accuracy us-
ing Pythia8 with the CTEQ6L1 PDF and the 4C parameter set [21]. 
The ZH and WH samples are normalised to cross sections calcu-
lated at NNLO in QCD with NLO electroweak corrections, whereas 
the tt̄ H sample is normalised to a cross section calculated to NLO 
in QCD [3].

The ratio of the differential cross sections to the SM predic-
tions for some representative values of the Wilson coefficients are 
shown in Fig. 2. The impact of the c̄g and c̃g coefficients are pre-
sented for the gluon fusion production channel and show a large 
change in the overall cross section normalisation. The c̃g coeffi-
cient also changes the shape of the "φ j j distribution, which is 
expected from consideration of the tensor structure of CP-even and 
CP-odd interactions [31,32]. The impact of the c̄HW and c̃HW coef-
ficients are presented for the VBF + VH production channel and 
show large shape changes in all of the studied distributions.3 The 

3 Form factors are sometimes used to regularise the change of the cross section 
above a momentum scale %FF . This was investigated by reweighting the VBF + VH 
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"φ j j distribution is known to discriminate between CP-odd and 
CP-even interactions in the VBF production channel [34].
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Limits on the Wilson coefficients are set by constructing a χ2
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where σ⃗data and σ⃗pred are vectors from the measured and pre-
dicted cross sections of the five analysed observables, and C =
Cstat + Cexp + Cpred is the total covariance matrix defined by the 
sum of the statistical, experimental and theoretical covariances. 
The predicted cross section σ⃗pred and its associated covariance 
Cpred are continuous functions of Wilson coefficients. Scans of one 
or two Wilson coefficients are carried out and the minimum χ2

value, χ2
min, is determined. The confidence level (CL) of each scan 

point can be calculated as
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with χ2(ci) being the χ2 value evaluated for a given Wilson co-
efficient ci , and f (x; m) being the χ2 distribution for m degrees 
of freedoms and n = 1 or 1

2 for two-sided or one-sided limits. The 
coverage of CL and the effective number of degrees of freedom are 
determined using ensembles of pseudo-experiments.4

The input data vector is compared in Fig. 3 to the SM hypoth-
esis as well as two non-SM hypotheses specified by c̄g = 1 × 10−4

and c̄HW = 0.05, respectively.
The covariance matrix for experimental systematic uncertainties 

is constructed from all uncertainty sources provided by Ref. [9], 
which include the jet energy scale and resolution uncertainties, 
photon energy and resolution uncertainties, and model uncertain-
ties. Identical sources are assumed to be fully correlated across 

samples using form-factor predictions from VBFNLO [33]. The impact on the c̄HW
and c̃HW limits are negligible for %FF > 1 TeV.

4 For one-dimensional limits on the CP-even (odd) Wilson coefficients, good 
agreement is found between the asymptotic formula and the pseudo-experiment 
test statistic with m = 1 and n = 1 ( 1

2 ). For the two-dimensional limits on c̄g ver-
sus c̃g , and c̄HW versus c̃HW , good agreement between pseudo-experiments and 
asymptotic formula is found for m = 1 and n = 1. For the two dimensional limit 
on c̄g versus c̄γ , good agreement between pseudo-experiments and asymptotic for-
mula is found for m = 2 and n = 1.
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where σ⃗data and σ⃗pred are vectors from the measured and pre-
dicted cross sections of the five analysed observables, and C =
Cstat + Cexp + Cpred is the total covariance matrix defined by the 
sum of the statistical, experimental and theoretical covariances. 
The predicted cross section σ⃗pred and its associated covariance 
Cpred are continuous functions of Wilson coefficients. Scans of one 
or two Wilson coefficients are carried out and the minimum χ2

value, χ2
min, is determined. The confidence level (CL) of each scan 

point can be calculated as
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with χ2(ci) being the χ2 value evaluated for a given Wilson co-
efficient ci , and f (x; m) being the χ2 distribution for m degrees 
of freedoms and n = 1 or 1

2 for two-sided or one-sided limits. The 
coverage of CL and the effective number of degrees of freedom are 
determined using ensembles of pseudo-experiments.4

The input data vector is compared in Fig. 3 to the SM hypoth-
esis as well as two non-SM hypotheses specified by c̄g = 1 × 10−4

and c̄HW = 0.05, respectively.
The covariance matrix for experimental systematic uncertainties 

is constructed from all uncertainty sources provided by Ref. [9], 
which include the jet energy scale and resolution uncertainties, 
photon energy and resolution uncertainties, and model uncertain-
ties. Identical sources are assumed to be fully correlated across 

samples using form-factor predictions from VBFNLO [33]. The impact on the c̄HW
and c̃HW limits are negligible for %FF > 1 TeV.

4 For one-dimensional limits on the CP-even (odd) Wilson coefficients, good 
agreement is found between the asymptotic formula and the pseudo-experiment 
test statistic with m = 1 and n = 1 ( 1

2 ). For the two-dimensional limits on c̄g ver-
sus c̃g , and c̄HW versus c̃HW , good agreement between pseudo-experiments and 
asymptotic formula is found for m = 1 and n = 1. For the two dimensional limit 
on c̄g versus c̄γ , good agreement between pseudo-experiments and asymptotic for-
mula is found for m = 2 and n = 1.

Large impact on the overall X-
section normalisation

Sensitive to the shape of ΔΦjj 
distribution 



Statistics correlation between different distributions

• Limits on the Wilson coefficients are set by constructing a χ2 
function�

• Fit parameter of interest: Wilson coefficients ci

• Statistical correlations between differential distributions
• “Bootstrap” method is used:  samples are constructed from the data 

by assigning each event a weight pulled from a Possion distribution 
with unit mean
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Figure 3: The input data from Ref. [9] is compared to the SM hypothesis and two non-SM hypotheses with c̄g = 1⇥10�4

and c̄HW = 0.05, respectively.

The input data vector is compared in Fig. 3 to the SM hypothesis as well as two non-SM hypotheses specified
by c̄g = 1 ⇥ 10�4 and c̄HW = 0.05, respectively.

The covariance matrix for experimental systematic uncertainties is constructed from all uncertainty sources
provided by Ref. [9], which include the jet energy scale and resolution uncertainties, photon energy and
resolution uncertainties, and model uncertainties. Identical sources are assumed to be fully correlated across
bins and variables and the sign of an error amplitude is taken into account when computing the covariance
matrix. The statistical uncertainties on the cross correlation have a negligible impact on the results reported
here.

The covariance matrix for the theoretical uncertainties is constructed to account for missing higher-order
corrections and PDF uncertainties in the SM reference predictions. The uncertainties in the gluon fusion
reference samples are: (i) a shape uncertainty, estimated by simultaneously varying the factorisation and
renormalisation scales in MG5_aMC@NLO by a factor of 0.5 or 2.0, and (ii) uncertainties from missing
higher-order corrections and PDF associated with the normalisation to the NNLO+NNLL QCD plus NLO
electroweak total cross-section prediction, which is taken from Ref. [3], and assumed to be fully correlated
among bins and observables. For VBF, ZH and WH, shape uncertainties are neglected because their impact
is expected to be negligible with respect to all other theory uncertainties. Normalisation uncertainties for
these processes are taken from Ref. [3].

The benefit of using more than one di↵erential distribution in the analysis is quantified using an ‘Asimov
dataset’, which is a representative dataset of the median expected cross-section measurement assuming the
SM. For c̄g and c̃g, the use of a single inclusive distribution (p��T or Njets) results in the same expected limits
as the full five-dimensional fit. For c̄� and c̃�, the most sensitive variable is found to be p��T , with a 5%
improvement in the expected limits obtained from using the five-dimensional information. For c̄HW and
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Figure 1: Statistical correlations between the measured cross sections in bins of the diphoton transverse momentum
and jet multiplicity distributions. The quoted uncertainties refer to the total statistical uncertainty due to the finite
number of bootstrapped samples and the finite number of data events.

As part of this Letter, the correlations computed above are made publicly available in HEPDATA [15],
allowing the analysis to be repeated using other EFT frameworks or other models with non-SM Higgs boson
interactions.

4 EFT model construction

The e↵ective field theory Lagrangian has been implemented in FeynRules [10]. Particle-level event samples
are produced at the parton level for specific values of Wilson coe�cients by interfacing the universal file
output from FeynRules to the Madgraph5 [16] event generator. Higgs boson production via gluon fusion is
produced with up to two additional partons in the final state using leading-order matrix elements. The 0-,
1- and 2-parton events are merged using the MLM matching scheme [17] and passed through the Pythia6
generator [18] to create the fully hadronic final state. Event samples containing a Higgs boson produced
either in association with a vector boson or via vector-boson fusion are produced using leading-order matrix
elements and passed through the Pythia6 generator. For each production mode, the Higgs boson mass is set
to 125 GeV [19] and events are generated using the CTEQ6L1 parton distribution function and the AUET2
parameter set [20]. All other Higgs production modes are assumed to occur as predicted by the SM.

Event samples are produced for di↵erent values of a given Wilson coe�cient. The particle-level di↵erential
cross sections are produced using Rivet [21]. The Professor method [22] is used to interpolate between
these samples, for each bin of each distribution, and provides a parameterisation of the EFT prediction. The
parameterisation function is determined using 11 samples when studying a single Wilson coe�cient, whereas
25 samples are used when studying two Wilson coe�cients simultaneously. As the Wilson coe�cients
enter the e↵ective Lagrangian in linear fashion, second-order polynomials are used to predict the cross

Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the beam pipe.
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Figure 2: Ratio of di↵erential cross sections predicted by specific choices of Wilson coe�cient to the di↵erential cross
sections predicted by the SM.

5 Limit-setting procedure

Limits on the Wilson coe�cients are set by constructing a �2 function

�2 =
⇣
~�data � ~�pred

⌘T
C�1
⇣
~�data � ~�pred

⌘
,

where ~�data and ~�pred are vectors from the measured and predicted cross sections of the five analysed ob-
servables, and C = Cstat + Cexp + Cpred is the total covariance matrix defined by the sum of the statistical,
experimental and theoretical covariances. The predicted cross section ~�pred and its associated covariance
Cpred are continuous functions of Wilson coe�cients. Scans of one or two Wilson coe�cients are carried
out and the minimum �2 value, �2

min, is determined. The confidence level (CL) of each scan point can be
calculated as

1 �CL = n
Z 1

�2(ci)��2
min

dx �2(x; m) ,

with �2(ci) being the �2 value evaluated for a given Wilson coe�cient ci, and �2(x; m) being the �2 distribu-
tion for m degrees of freedoms and n = 1 or 1

2 for two-sided or one-sided limits. The coverage of CL and the
e↵ective number of degrees of freedom are determined using ensembles of pseudo-experiments.3

3 For one-dimensional limits on the CP-even (odd) Wilson coe�cients, good agreement is found between the asymptotic formula
and the pseudo-experiment test statistic with m = 1 and n = 1 ( 1

2 ). For the two-dimensional limits on c̄g versus c̃g, and c̄HW

versus c̃HW , good agreement between pseudo-experiments and asymptotic formula is found for m = 1 and n = 1. For the two
dimensional limit on c̄g versus c̄�, good agreement between pseudo-experiments and asymptotic formula is found for m = 2 and
n = 1.
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Results

❖ No significant deviation from the SM are observed 
❖ Provide more stringent constraint on the HVV Tensor structure 

w.r.t. the dedicated Spin and parity analysis in di-boson decays.
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Figure 4: The 68% (dark) and 95% (light) confidence regions for the fit to the c̄� and c̄g Wilson coe�cients. All other
coe�cients are set to zero. The shaded area represents the allowed region of parameter space and the marker indicates
the SM value.

c̃HW , the most sensitive variable is �� j j and an 18% improvement in the expected limits is obtained from
using the five-dimensional fit. In summary, the expected sensitivity for c̄g, c̃g, c̄� and c̃� arises mainly from
the normalisation of the di↵erent production mechanisms, and can be probed using the inclusive distributions
that distinguish between the di↵erent processes, whereas the c̄HW and c̃HW coe�cients benefit more from
the full five-dimensional information due to the induced shape changes in the kinematics of the VBF+VH
process.

6 Results

The 68% and 95% confidence regions for a two-dimensional scan of c̄� and c̄g are shown in Fig. 4, after
setting all other Wilson coe�cients to zero. These additional interactions can interfere with the correspond-
ing SM interactions. Destructive interference, for example, causes the H ! �� branching ratio to be zero at
c̄� ⇠ 2 ⇥ 10�3 and the gluon fusion production cross section to be zero at c̄g ⇠ �2.2 ⇥ 10�4. The impact of
these e↵ects is evident in the structure of the obtained limits in the two-dimensional parameter plane.

The 68% and 95% confidence regions for a two-dimensional scan of c̄g and c̃g are shown in Fig. 5, after
setting all other Wilson coe�cients to zero. The �� j j distribution is sensitive to the c̃g parameter through
the gluon fusion production mechanism (Figs. 2 and 3) and the limit on c̃g is improved with the inclusion of
this data in the fit. This is evident in Fig. 5 where the limit band is constricted at the largest values of c̃g.
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Coe�cient 95% 1 �CL limit
c̄� [-7.4, 5.7]⇥10�4 [ [3.8, 5.1]⇥10�3

c̃� [-1.8, 1.8]⇥10�3

c̄g [-0.7, 1.3]⇥10�4 [ [-5.8, -3.8]⇥10�4

c̃g [-2.4, 2.4]⇥10�4

c̄HW [-8.6, 9.2]⇥10�2

c̃HW [-0.23, 0.23]

Table 1: Observed allowed ranges at 95% CL for the c̄�, c̄g and c̄HW Wilson coe�cients and their CP-conjugate partners.
Limits on c̄�, c̄g, c̃� and c̃g are each derived with all other Wilson coe�cients set to zero. Limits on c̄HW and c̃HW are
derived with c̄HB = c̄HW and c̃HB = c̃HW , respectively. Two allowed regions are observed for c̄� and c̄g, with the region
between the solutions producing too small pp ! H ! �� cross section due to destructive interference between new
interactions and the SM.
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Figure 10: Observed and expected distributions the test statistic for H ! WW ⇤ ! e⌫µ⌫ and H ! Z Z⇤ ! 4`
analyses and their combinations. The distributions are shown as a function of BSM coupling ratios ̃HVV /SM
and ( ̃AVV /SM) · tan ↵ , The 68% and 95% CL exclusion regions are indicated as lying above the corresponding
horizontal lines. Top row: individual H ! WW ⇤ ! e⌫µ⌫ , H ! Z Z⇤ ! 4` and combined observed distributions.
Bottom row: expected and observed combined distributions. The expected distributions are presented for the SM
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Results for the individual off-shell analysis 
— CLs limit setting

• CLs limit on µoffshell as a function of unknown RBH* with alternative hypothesis of 
SM (µoffshell=1)
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7.1. Results of the individual o↵-shell analyses545

The scan of the negative log-likelihood, �2 ln⇤, as a function of µo↵-shell for data and the expected curve546

for an SM Higgs boson for the three individual o↵-shell analyses is illustrated in Fig. 6. The observed and547

expected 95% CL upper limits on µo↵-shell as a function of RB
H⇤ are shown in Fig. 7 and are summarised548

in Table 4. The ZZ ! 4` and ZZ ! 2`2⌫ analysis have a very similar expected sensitivity. The ZZ ! 4`549

analysis is statistics limited, while the sensitivity in the ZZ ! 2`2⌫ analysis is significantly reduced by550

the theoretical systematic uncertainties as can be seen in Fig. 6. The similar expected CLs limits for the551

two channels for RB
H⇤ = 0.5 and 1.0 in Table 4 is an accidental e↵ect caused by the di↵erent statistical and552

systematic uncertainty components.553

The typical o↵-shell mass scales tested by the analyses are in the range 400 GeV < mVV < 1000 GeV,554

with a small fraction of the expected H⇤ ! WW signal extending to substantially higher mass scales.9555

This is illustrated in Fig. 8, which shows the generated mVV mass for the gg ! H⇤ ! VV and the VBF556

H⇤ ! VV signal processes weighted by the expected S/B ratio in each bin of the final discriminant for557

the ZZ ! 4` and ZZ ! 2`2⌫ analyses and for all signal events in the signal region for the WW ! e⌫ µ⌫558

analysis.559

Observed Median expected
RB

H⇤ 0.5 1.0 2.0 0.5 1.0 2.0

ZZ ! 4` analysis 6.1 7.3 10.0 9.1 10.6 14.8
ZZ ! 2` 2⌫ analysis 9.9 11.0 12.8 9.1 10.6 13.6

WW ! e⌫ µ⌫ analysis 15.6 17.2 20.3 19.6 21.3 24.7

Table 4: The observed and expected 95% CL upper limits on µo↵-shell within the range of 0.5 < RB
H⇤ < 2.0. The bold

numbers correspond to the limit assuming RB
H⇤ = 1. The upper limits are evaluated using the CLs method, with the

alternative hypothesis µo↵-shell = 1.

7.2. Combination of the o↵-shell ZZ and WW analyses560

The analyses described in the previous sections are combined to obtain a limit on µo↵-shell. In combining561

the o↵-shell results the main systematic uncertainties related to the theory uncertainties on the gg !562

(H⇤ !)VV (including signal and interference contributions) and qq̄ ! VV processes are treated as563

correlated between the di↵erent channels. Where appropriate, the experimental systematic uncertainties564

are also treated as correlated. However, they are found to have a very small impact on the final combined565

limit.566

The limits on µo↵-shell are obtained under two di↵erent assumptions:567

• Determination of the signal strength µo↵-shell when fixing the ratio of the signal strength in gg! H⇤568

and VBF to the SM prediction, namely µgg!H⇤
o↵-shell/µ

VBF
o↵-shell=1.569

• Determination of the signal strength µgg!H⇤!VV
o↵-shell when fixing the VBF o↵-shell signal strength to570

the SM prediction, i.e. µVBF H⇤!VV
o↵-shell =1.571

9 While the H⇤ ! ZZ analysis includes a selection cut to limit the mass range to mZZ . 1000 GeV, no such cut can be e�ciently
implemented for the H⇤ ! WW analysis due to the poor mass resolution.
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Fig. 7 The observed and expected 95 % CL upper limit on µoff-shell
as a function of RB

H∗ , for the Z Z → 4ℓ (a), Z Z → 2ℓ 2ν (b) and
WW → eν µν (c) channels. The upper limits are evaluated using the

CLs method, with the alternative hypothesis µoff-shell = 1. The green
(yellow) bands represent the 68 % (95 %) confidence intervals for the
CLs expected limit

Table 3 The observed and expected 95 % CL upper limits on µoff-shell within the range of 0.5 < RB
H∗ < 2.0. The bold numbers correspond to the

limit assuming RB
H∗ = 1. The upper limits are evaluated using the CLs method, with the alternative hypothesis µoff-shell = 1

RB
H∗ Observed Median expected

0.5 1.0 2.0 0.5 1.0 2.0

Z Z → 4ℓ analysis 6.1 7.3 10.0 9.1 10.6 14.8

Z Z → 2ℓ 2ν analysis 9.9 11.0 12.8 9.1 10.6 13.6

WW → eν µν analysis 15.6 17.2 20.3 19.6 21.3 24.7

The impact of the various systematic uncertainties on the
combined expected limit in the off-shell fit are listed in Table
5 when fixing the ratio of the signal strength in gg → H∗

and VBF to the SM prediction. The values in this table were
derived by fixing all the nuisance parameters associated with
the systematic uncertainties to the values derived from the
SM-conditional fit to the data, with the exception of the one
under study.

7.3 Combination of the off-shell and on-shell Z Z and WW
analyses

In this section, the off-shell results reported above are com-
bined with the on-shell H → Z Z∗ → 4ℓ [55] and H →
WW ∗ → ℓνℓν [58] analyses based on the 8 TeV data taken
in 2012. In these analyses a Higgs boson mass value of
125.36 GeV [11] is assumed. For the on-shell Z Z and WW
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Z Z → 2ℓ 2ν analysis 9.9 11.0 12.8 9.1 10.6 13.6

WW → eν µν analysis 15.6 17.2 20.3 19.6 21.3 24.7

The impact of the various systematic uncertainties on the
combined expected limit in the off-shell fit are listed in Table
5 when fixing the ratio of the signal strength in gg → H∗

and VBF to the SM prediction. The values in this table were
derived by fixing all the nuisance parameters associated with
the systematic uncertainties to the values derived from the
SM-conditional fit to the data, with the exception of the one
under study.

7.3 Combination of the off-shell and on-shell Z Z and WW
analyses

In this section, the off-shell results reported above are com-
bined with the on-shell H → Z Z∗ → 4ℓ [55] and H →
WW ∗ → ℓνℓν [58] analyses based on the 8 TeV data taken
in 2012. In these analyses a Higgs boson mass value of
125.36 GeV [11] is assumed. For the on-shell Z Z and WW
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H∗ < 2.0. The bold numbers correspond to the

limit assuming RB
H∗ = 1. The upper limits are evaluated using the CLs method, with the alternative hypothesis µoff-shell = 1
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H∗ Observed Median expected

0.5 1.0 2.0 0.5 1.0 2.0

Z Z → 4ℓ analysis 6.1 7.3 10.0 9.1 10.6 14.8

Z Z → 2ℓ 2ν analysis 9.9 11.0 12.8 9.1 10.6 13.6

WW → eν µν analysis 15.6 17.2 20.3 19.6 21.3 24.7

The impact of the various systematic uncertainties on the
combined expected limit in the off-shell fit are listed in Table
5 when fixing the ratio of the signal strength in gg → H∗

and VBF to the SM prediction. The values in this table were
derived by fixing all the nuisance parameters associated with
the systematic uncertainties to the values derived from the
SM-conditional fit to the data, with the exception of the one
under study.

7.3 Combination of the off-shell and on-shell Z Z and WW
analyses

In this section, the off-shell results reported above are com-
bined with the on-shell H → Z Z∗ → 4ℓ [55] and H →
WW ∗ → ℓνℓν [58] analyses based on the 8 TeV data taken
in 2012. In these analyses a Higgs boson mass value of
125.36 GeV [11] is assumed. For the on-shell Z Z and WW
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KH⇤
gg (mWW) and KH⇤(mWW) is added as an uncorrelated uncertainty component only to KH⇤

gg (mWW).
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Figure 5: The K-factors of the gluon-induced part KH⇤
gg (mWW) and the inclusive one KH⇤(mWW) as a

function of mWW .
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In order to take into account the dependence of the results to this unknown K-factor, the results135

are presented as a function of the K-factor ratio between background and signal RB
H⇤ = K(gg !136

WW)/K(gg ! H⇤ ! WW) = KB(mWW)/KH⇤
gg (mWW), where KB(mWW) is the mass dependent K-factor137

for the gg! WW background. The ratio RB
H⇤ is assumed to be mWW independent.138

Technically, this K-factor is implemented as:139

MCgg!(H⇤!)WW(µo↵-shell) = KH⇤(mWW) · µo↵-shell ·MCSM
gg!H⇤!WW (1)

+ KH⇤
gg (mWW) ·

q
RB

H⇤ · µo↵-shell ·MCInterference
gg!WW

+ KH⇤
gg (mWW) · RB

H⇤ ·MCcont
gg!WW

where MCInterference
gg!WW represents a MC sample for the interference term between the signal and background.140

As a direct simulation of an interference MC sample is not possible, Equ. (2) is used to obtain the141

contribution from the interference:142

MCInterference
gg!WW = MCSM

gg!(H⇤!)WW �MCSM
gg!H⇤!WW �MCcont

gg!WW . (2)

Finally, we have:143

MCgg!(H⇤!)WW(µo↵-shell) =
 
KH⇤(mWW) · µo↵-shell � KH⇤

gg (mWW) ·
q

RB
H⇤ · µo↵-shell

!
·MCSM

gg!H⇤!WW

+ KH⇤
gg (mWW) ·

q
RB

H⇤ · µo↵-shell ·MCSM
gg!(H⇤!)WW (3)

+ KH⇤
gg (mWW) ·

 
RB

H⇤ �
q

RB
H⇤ · µo↵-shell

!
·MCcont

gg!WW .

As this ansatz of using KB
H⇤ to parametrize the uncertainty on missing higher order corrections leads to144

large cancellations between the interference and the background, the 30% uncertainty on the interference145

• QCD scale Un. is variated by NNLO K-factor (20%) 

• Extra QCD scale un. is assigned to take into account the 
uncertainty difference between KH* and KH*

gg (-11.8
+15.9%) 

• QCD scale uncertainty on interference component: 30% 

• PDF uncertainty is variated via: 

      Taking into account the PDF acceptance Un., it is ~15% in SR

Theoretical uncertainty for ggF processes
• ggF processes include: gg→H*→WW(S), gg→WW(B) and 

gg(→H*)→WW(SBI)
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Figure 3: Comparison of generated mWW distribution between two generators of gg2VV and MCFM for
the various ggF processes: (a) S, (b) B, (c) SBI.
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In order to take into account the dependence of the results to this unknown K-factor, the results135

are presented as a function of the K-factor ratio between background and signal RB
H⇤ = K(gg !136

WW)/K(gg ! H⇤ ! WW) = KB(mWW)/KH⇤
gg (mWW), where KB(mWW) is the mass dependent K-factor137

for the gg! WW background. The ratio RB
H⇤ is assumed to be mWW independent.138
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gg!WW represents a MC sample for the interference term between the signal and background.140

As a direct simulation of an interference MC sample is not possible, Equ. (2) is used to obtain the141

contribution from the interference:142
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As this ansatz of using KB
H⇤ to parametrize the uncertainty on missing higher order corrections leads to144

large cancellations between the interference and the background, the 30% uncertainty on the interference145

November 30, 2014 – 18 : 44 DRAFT 39

formula [18], with the nominal sample at inclusive level:493

Reweighting factor : w = 1 ± 0.0066 ⇥
p

mWW/GeV � 10 . (13)

The results are presented in Fig. 30 as a function of mWW for the signal, continuum and interference of494

gg! (H⇤ !)WW processes. The PDF uncertainty is similar for all three cases and is around 20% at the495

high mass region.
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Figure 30: PDF uncertainty as a function of mWW distributions in the gg ! (H⇤ !)WW channel at the
truth level for the Higgs, continuum and total.

496

For the evaluation of the PDF shape (acceptance) uncertainty, the PDF reweighted samples are used497

and three cases are considered: CT10 eigenvector set, MSTW and NNPDF. The acceptance uncertainty is498

quantified by the variation of the event yield in the final signal region. Since the normalization uncertainty499

is already calculated and we are interested in the high mass region, each PDF varied sample is normalized500

in the high mass region to the nominal sample at inclusive level. The high mass region mentioned here is501

defined as mWW > 400 GeV, which is the lower bound of mWW of the events after the final signal region502

selection. The results are summarized in the Table.19503

Table 19: Summary of the relative PDF acceptance uncertainty (in %) for the signal, continuum and
interference. Statistic uncertainty is omitted since the reweighted samples are heavily correlated between
each other. The quadrature sum between CT10 EV and the larger one among MSTW and NNPDF is
assigned as the final uncertainty.

Process CT10 EV MSTW NNPDF FINAL
S 1.5 0.3 1.8 2.3
B 1.9 0.4 2.3 3.0

SBI 2.1 0.6 2.4 3.2

For the QCD scale uncertainty, it is evaluated directly from the uncertainty of the mWW dependent504

K-factor at inclusive level. The results are presented in Fig. 31 as a function of mWW for the signal,505

continuum and interference of gg ! (H⇤ !)WW processes. The QCD scale uncertainty is similar for506

all three cases and is also around 20% at the high mass region. Meanwhile, due to the di↵erent QCD507

scale uncertainty on the inclusive case KH⇤(WW) and gluon-induced case KH⇤
gg (WW), it is evaluated that508

an additional asymmetric uncertainty of [-11.8%, 15.9%] should be assigned on the interference and509

background components.510

As mentioned above, an approximate NLO correction is applied by reweighting the shape of the511

PT,WW distribution of the LO MCFM sample to that of the NLO Sherpa sample. Figure 32 shows the512

from yellow book



Anomalous coupling in Madgraph
• The anomalous Higgs interactions introduced using FeynRules: 

22

Eq. (2.25) - Eq. (2.26) Section 2.1

g
(1)
hhh 1 + 7

8 c̄6 � 1
2 c̄H

g
(2)
hhh

g
mW

c̄H

g
(1)
hhhh 1 + 47

8 c̄6 � c̄H

g
(2)
hhhh

g2

4m2
W
c̄H

Table 2. Multiple Higgs interactions. We present the relations between the Lagrangian parameters
introduced in Eq. (2.25) and Eq. (2.26), where the Lagrangian is expressed in the mass basis, and
those associated with the operators of Section 2.1 expressed in the gauge basis.

In the unitarity gauge and in the mass basis, the L3 Lagrangian reads

L3 = � m2
H

2v
g
(1)
hhhh

3 +
1

2
g
(2)
hhhh@µh@

µh

� 1

4
ghggG

a
µ⌫G

µ⌫
a h� 1

4
g̃hggG

a
µ⌫G̃

µ⌫h� 1

4
gh��Fµ⌫F

µ⌫h� 1

4
g̃h��Fµ⌫F̃

µ⌫h

� 1

4
g
(1)
hzzZµ⌫Z

µ⌫h� g
(2)
hzzZ⌫@µZ

µ⌫h+
1

2
g
(3)
hzzZµZ

µh� 1

4
g̃hzzZµ⌫Z̃

µ⌫h

� 1

2
g
(1)
hazZµ⌫F

µ⌫h� 1

2
g̃hazZµ⌫F̃

µ⌫h� g
(2)
hazZ⌫@µF

µ⌫h� 1

2
g
(1)
hwwW

µ⌫W †
µ⌫h

�
h

g
(2)
hwwW

⌫@µW †
µ⌫h+ h.c.

i

+ g(1� 1

2
c̄H)mWW †

µW
µh� 1

2
g̃hwwW

µ⌫W̃ †
µ⌫h

�


ỹu
1p
2

⇥

ūPRu
⇤

h+ ỹd
1p
2

⇥

d̄PRd
⇤

h+ ỹ`
1p
2

⇥

¯̀PR`
⇤

h+ h.c.

�

,

(2.25)

where the flavor indices of the fermions are understood and where we have introduced

the W -boson, Z-boson and photon field strength tensors, Wµ⌫ , Zµ⌫ and Fµ⌫ . As already

mentioned above and in Ref. [46], this form of Lagrangian is su�cient to characterize all

Higgs properties in a non-ambiguous way. This contrasts with the initial set of operators

in the gauge basis which leads to additional structures that can be removed after several

integrations by parts. In addition to all the operators already included in the Lagrangian of

Ref. [46], i.e., the Higgs to diboson couplings defined in Table 1 and the Higgs to fermions

interactions of Table 3, we also include the triple Higgs interactions presented in Table 2.

Furthermore, the tables also contain a translation dictionary linking our free parameters

to the general Lagrangian employed in Ref. [46].

– 10 –

Eq. (2.25) Ref. [46] Section 2.1

ghgg c↵HgggHgg gH � 4c̄gg2sv

m2
W

g̃hgg s↵AgggAgg �4c̃gg2sv

m2
W

gh�� c↵H��gH�� aH � 8gc̄�s2W
mW

g̃h�� s↵A��gA�� �8gc̃�s2W
mW

g
(1)
hzz

1
⇤c↵HZZ

2g
c2WmW

h

c̄HBs
2
W � 4c̄�s4W + c2W c̄HW

i

g̃hzz
1
⇤s↵AZZ

2g
c2WmW

h

c̃HBs
2
W � 4c̃�s4W + c2W c̃HW

i

g
(2)
hzz

1
⇤c↵H@Z

g
c2WmW

h

(c̄HW + c̄W )c2W + (c̄B + c̄HB)s2W

i

g
(3)
hzz c↵SMgHZZ

gmW

c2W

h

1� 1
2 c̄H � 2c̄T + 8c̄�

s4W
c2W

i

g
(1)
haz c↵HZ�gHZ�

gsW
cWmW

h

c̄HW � c̄HB + 8c̄�s2W

i

g̃haz s↵AZ�gAZ�
gsW

cWmW

h

c̃HW � c̃HB + 8c̃�s2W

i

g
(2)
haz

1
⇤c↵H@�

gsW
cWmW

h

c̄HW � c̄HB � c̄B + c̄W

i

g
(1)
hww

1
⇤c↵HWW

2g
mW

c̄HW

g̃hww
1
⇤s↵AWW

2g
mW

c̃HW

g
(2)
hww

1
⇤c↵H@W

g
mW

h

c̄W + c̄HW

i

Table 1. Coupling strengths of the interactions of a Higgs boson with a vector boson pair. We
present the relations between the Lagrangian parameters introduced in Eq. (2.25) (first column),
where the Lagrangian is expressed in the mass basis, and those associated with the operators of
Section 2.1 expressed in the gauge basis (third column). The Standard Model contributions to the
Higgs boson to two photons (gluons) vertex aH (gH) have been explicitly indicated. We relate these
parameters to those employed in the Lagrangian description of Ref. [46] in the second column of
the table.

where Li denotes the set of i-point interactions involving at least one Higgs boson. For the

sake of the example, we only work out explicitly the structure of the interactions which

are the more relevant for the phenomenology of the Higgs sector at the LHC, namely the

three-point and four-point interactions involving at least one Higgs field. Vertices involving

a higher number of external legs are in general related to processes associated with smaller

cross sections, making them di�cult to probe. We therefore refer to the FeynRules

implementation for their explicit form in the mass basis.
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Different Lagrangian configurations 
are used in Madgraph and VBFNLO, 
the direct relation of the coefficients 
can be retrieved as:

Relating EFT params in Madgraph and VBFNLO

The dimension-six Lagrangian for the EFT basis used by MadGraph is documented in equation
2.5 of Ref. [1]. The impact of the Wilson coe�cients of each operator (ci) on the Higgs boson trilinear
couplings to other particles is specified in equation 2.25 and Table 1 of Ref. [1]. VBFNLO unfor-
tunately does not implement the same EFT basis, although the ‘parameterisation 3’ in VBFNLO
uses a di↵erent basis that is documented in equation 0.3 of Ref. [2]. The e↵ect of these Wilson
coe�cients (fi) on the Higgs boson trilinear couplings is specified in equation 0.10 of Ref. [2].

The trilinear couplings terms in Refs. [1] and [2] can be directly related to each other, to yield
a set of equations that can be solved. Results are given below for Wilson coe�cients that produce
anomalous trilinear couplings that involve the derivatives of gauge boson fields. These terms are
the major concern from our perspective, as the derivative of a gauge boson field implies that the
coupling is sensitive to the momentum of the gauge boson: specifically, a high-momentum gauge
boson might be getting close to the scale of the new physics.

cHW =
m2

W

⇤2
fWW (1)

cHW + cW = �m2
W

2⇤2
fW (2)

cHB + cB = �m2
W

2⇤2
fB (3)

cHB + cHW =
m2

W

⇤2
fBW (4)

cHB � 4c� =
m2

W

⇤2
fBB (5)

Limits obtained from our Madgraph samples can be used to create VBFNLO samples with and
without form-factors applied.
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