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Overview of HL-LHC Programme 

CERN Council (May 2013)  
“The discovery of the 
Higgs boson is the start    
of a major programme     
of work to measure this 
particle’s properties          
with the highest possible 
precision for testing the 
validity of the Standard 
Model and to search for 
further new physics at the 
energy frontier. The LHC is in a unique position to pursue this programme.” 

“Europe’s top priority should be the exploitation of the full potential of the LHC, including 
the  high-luminosity upgrade of the machine and detectors with a view to collecting ten 
times more data than in the initial design, by around 2030”  

HEPAP in the US (May 2014) decided: “The HL-LHC is strongly supported and is the first 
high-priority large-category project in our recommended program” 

CERN Council (June 2016) Formal approval of the High Luminosity LHC project, HL-LHC 
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Overview of HL-LHC Programme 

https://indico.cern.ch/event/524795/ 

https://indico.cern.ch/category/4863/  

https://indico.cern.ch/category/4863/
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Overview of HL-LHC Programme 
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Overview of HL-LHC Programme 
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EYETS  2016/17 (19 weeks)   (no Linac4 connection during Run2)  
LS2  starting in 2018 (July) 18 months + 3months BC (Beam Commissioning) 
LS3 LHC: starting in 2023 => 30 months + 3 BC 
 injectors: in 2024       => 13 months + 3 BC 
 

LHC Schedule and Nomenclature  

Phase-I Upgrades 

Phase-II Upgrades 
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25 m
 

 

https://cds.cern.ch/record/2055248/files/LHCC-G-166.pdf  

 ATLAS: Phase-II Upgrades 

? 

https://cds.cern.ch/record/2055248/files/LHCC-G-166.pdf
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 CMS: Phase-II Upgrades 
New Tracker  
• Radiation tolerant - high granularity - less 

material  
• Tracks (PT>2GeV) in hardware trigger (L1) 
• Coverage up to η ∼ 4 

Muons 
• Replace DT and CSC FE/BE electronics 
• Complete RPC coverage in forward 

region (new GEM/RPC technology) 
• Muon-tagging up to η ∼ 3 

New Endcap 
Calorimeters 
• Radiation tolerant  
• High granularity  
• Timing capability 

Barrel ECAL 
• Replace FE/BE 

electronics 
• Cool detector/APDs 

Trigger/DAQ 
• L1 (hardware) with tracks 

and  rate up  ∼  750 kHz 
• L1 Latency 12.5 µs 
• HLT output rate 7.5 kHz 

8 

http://cds.cern.ch/record/2055167/files/LHCC-G-165.pdf?version=4  

http://cds.cern.ch/record/2055167/files/LHCC-G-165.pdf?version=4
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VeLo 
Si pixels 

Upstream 
Tracker 
Si strips 

Downstream 
Tracker 

Sci-Fibres 

RICH 
MAPMTs 

Calo 
PMTs 

Muon 
MWPC 

 LHCb: Phase-I Upgrades 
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 ALICE: Phase-I Upgrades 
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Overview of HL-LHC Programme 
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• For HL-LHC, fine granularity over large areas and minimal mass are targeted 

consistent with constraints of very high radiation environment, very high hit 
and data rates, cooling, plus complex event triggering capabilities 

• Vertex detectors target finest granularity (RD53: 50μm×50 μm pixels), minimal 
scattering material (ALICE: <0.5% X0/layer) and the highest radiation tolerance 
(ATLAS and CMS: 2×1016neq/cm2 and 1Grad, RD50)  

• Large area silicon coverage for high efficiency track finding (>99% for muons), 
precision momentum resolution (even 30% at 1 TeV), good extrapolation 
outwards and into pixel layers, excellent pattern recognition even in dense jets, 
low material, triggering capability and be highly cost effective 

• Systems require low mass cooling and compact, radiation-hard, optical plus 
electrical links with HV/LV multiplexing (very large numbers of channels 
running at low voltages drawing high currents → power loss in cables) 
 

• Muon detectors need improved spatial resolution and enhanced rate capability 
→ advanced micro-pattern gas detectors  

• Fast detector plus electronics layers with read-out into first level of triggering 
• Large area detector construction necessitates very close links with industry to 

develop designs and processes for mass production 
• Other technologies include scintillating fibres (LHCb) and straws (NA62, Mu2e) 

Tracking Technologies 
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ATLAS Tracker Upgrade (ITk) 
Current ATLAS  Inner Detector (60m2, 108 channels)  
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Straw tubes 

Silicon strip 

Silicon pixel 

Current ATLAS  Inner Detector (60m2, 108 channels)  

IBL 33mm 

ATLAS Tracker Upgrade (ITk) 
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Straw tubes 

Silicon strip 

Silicon pixel 

 

Silicon strip 

New All Silicon Inner Detector (200m2, ~1010 channels) 

IBL 33mm 

ATLAS Tracker Upgrade (ITk) 
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16 

ATLAS Tracker Upgrade (ITk) 
New All Silicon Inner Detector (200m2, ~1010 channels) 
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ATLAS Tracker Upgrade (ITk) 

6000   
 wire 
bonds 

256 Channel ASICs      
(4 row wire bonding) 
in 130nm CMOS with  
L0/L1 functionality 

Module                                 
with                                           
on-board  
DC-DC converter 

Powering (DC/DC strip Serial 
pixel), HV multiplexing, CO2 
embedded cooling, low mass 
modular supports & services 
 

ATLAS Forward  
Wedges and Discs 

Single-sided modules 
sandwiched around 
low mass structures 

ATLAS Strip Tracker “Stave” Prototype 

”Thermo-mechanical” mock-up 

”Thermo-mechanical” 
mock-up 
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RD50: n-in-p 

Unprecedented 
levels of radiation 
at HL-LHC 

Strip detectors must 
survive damage to 
lattice equivalent to   
that from 1.2×1015/cm2  
1 MeV neutrons and   
0.5 MGy 
(Pixels > ×10 this) 
 

ATLAS Tracker Upgrade (ITk) 

6000   
 wire 
bonds Need noise 

≤ 1000enc after irradiation 
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CMS Tracker Upgrade 
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Outer trackers need radiation hardness of current n-in-n pixel sensors at fraction of the cost  
 
→  ATLAS/CMS: n-in-p strip technology  Interest in larger 

(8”) wafers 
particularly for 
forward regions 
(and HGCAL) 

CMS Tracker Upgrade 

Many large 
area sensors 
produced for            
both ATLAS 
and CMS 

Greatly reduced 
material in tracking 
volume 

In CMS design driven by requirement 
to identify all tracks with PT>2GeV at 
40MHz as input to L1 trigger … 
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CMS Tracker Upgrade 
Paired layers with short strips (outer radii) and 
long pixels plus short strips (inner radii) 

5cm x 10cm silicon strip sensors 
• strips: length 2.5cm, pitch 100µm  
• AC coupled with poly-silicon bias 

resistors 
 
5cm x 10cm silicon macro-pixel sensors 
• strips: length 1.5mm, pitch 100µm 
• DC coupled with punch-through 

biasing 
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Hadron Collider Hybrid Pixels 

Thin  
Planar (RD50) 

(RD50) 

LHCb 
VeLoPix 
Module 
Design 

24 stations with sensors down 
to 5.1mm from the beam 

(ECFA 13/284 https://cds.cern.ch/record/1631032)  

(3D sensors installed in ATLAS IBL) 

HL-LHC (3000fb-1) implies doses up to 2×1016neq/cm2 and 1Grad (also up to 200 collisions per beam 
crossing).  However n-in-n, n-in-p planar, 3D and diamond sensors are useable after such doses  

3D after 9×1015neq/cm2 (RD50) 
→ The mechanisms leading to larger than expected signals (also seen 
in 3D sensors) is mostly understood and is even now being exploited 
(doping profile, trenches) to enhance the signals after radiation     
 

Use of 65nm (RD53) CMOS ASIC technology allows pixel sizes  of 
50µm×50µm or 25µm×100µm (LHCb  VeLoPIX 130nm: 55µm×55µm)  
 

Large format sensors needed to tile larger areas and examples have 
been prototyped with a number of potential suppliers 

CMS 
Small 
Pitch 
3D  
Run 

https://cds.cern.ch/record/1631032
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ATLAS Quad  
FE-I4 Module 

LHCb VeLoPix Module 

• Irradiated single and quad n-in-p pixel modules (for higher radii) studied in test-beam 
with excellent performance  
 
 
 
 

• Micro-channel in-silicon cooling (LHCb, ALICE, NA62) 
• Need custom rad-hard, low power, fast opto-electronics 

  
Inclined Pixel  Layout Option 

 → lpGBTx, + VTTx 
(10 Gbit/s plus versatile link) 

• Low mass structures, services (electrical link to optical for innermost layers),  LV (serial 
powering for innermost layers, DC/DC elsewhere), CO2 cooling… 

DC to DC converter to 
step down 10V→2.5V  

(ECFA 13/284 https://cds.cern.ch/record/1631032)  

Noise in 107,520 
 250µm×50µm  
irradiated pixels 
(5×1015neq cm-2) 

FE chip 
sensor 

Conventional bump-bonding 

Hadron Collider Hybrid Pixels 

5 ATLAS  
4cm×4cm 

150µm thick 
planar sensors 

ATLAS Phase-II Prototype 
Barrel Pixel Supports     Rings  

https://cds.cern.ch/record/1631032
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ATLAS and CMS Pixel Read-out 

• Many Challenges being addressed 
– PMOS test structure radiation effects with narrow and short channels 
– Architecture simulations and optimization using Monte Carlo hit data 

from experiments. 
– Global floor plan: Upscaled small demonstrator 
– Shared repositories: IPs, FEs, RTL code, Simulation, full design 
– Optimization of design flow & tools for very large complex design 
– Integration of FEs (4) with biasing and required adaptions 
– Integration of monitoring: ADC, Temp sensor, voltages, currents, etc. 
– Integration of serial powering 

• Distributed power dissipation, power profiling, decoupling, system simulations 
– Integration of IO pad frame 
– Digital: RTL coding and technology mapping 

• Pixel array: Optimization (power, size, radiation tolerance) 
• EOC: Command decoder, chip configuration, readout data formatting, data 

compression 
• Synthesis and timing optimization/verification with radiation effects 
• Verification framework 

• Several topics still to be addressed 
– SEU optimisation and verification 
– Final integration 
– Extensive Analog and Digital verification 
– DRC verification 
– Submission 

 

Significant Vt shift can 
develop with annealing 
depending on 
Temperature, Time, 
Bias, Device type, L, W, 
Received dose, but 
Indication that 
detrimental effects can 
be “avoided”/delayed 
by keeping cold 

I o
n (

%
) 

RD53: Common 65nm CMOS pixel ASIC development  
                 (LHCC Report) 
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MAPS HV/HR-CMOS Detectors 

TDR for the upgrade 
of the ALICE inner 
tracking system  
CERN-LHCC-2013-024 

• Commercial CMOS Image Sensors offer possible dramatic 
decrease in costs (Monolithic Active Pixel Sensors) 

• MAPS can deliver very low power consumption at low R/O 
speeds, possibly <100mW/cm2 i.e. simple water cooling 

− Ultra low material budget (cf ALICE ITS upgrade: <0.5% for inner 
layers, <1% for outer layers) 

− But these devices limited in speed and radiation hardness 

− Current and proposed MAPS for heavy ion experiments 

− integration time up to 4μs (noise, electron diffusion) 

− radiation resistance up to few 1013 neqcm-2  

• Major developments in HV/HR-CMOS → deep depletion 
region with charge collection by drift not diffusion → huge  
improvements in collection speed and radiation hardness 

• Can either incorporate aspects of the analogue functionality 
into the sensor and simply glue to                                                                      
the FE ASIC developed for the                                                                    
hybrid pixel solution or go full                                                            
monolithic → DMAPS 

•  Results on both approaches show                                                        
very promising radiation hardness 

Neutron Irradiation 

ATLAS, ALICE 
and RD50 
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HL-LHC Tracker Performance 

Many more performance studies and 
physics benchmark sensitivity results 
presented at the ECFA HL-LHC Workshop  
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Gaseous Tracking Detectors  

– GEM GE1/1 & 2/1 enable muon 
direction measurements 

– RPC RE3/1 & 4/1 improve 
redundancy in far stations 

– ME0 muon tracking and direction 
measurements for trigger, extend 
coverage η=2.4 2.9 

• Electronics upgrades maintain performance of existing detectors 
– DT/CSC: cope with increased bandwidth and high L1 rate 

• New forward muon detectors to improve trigger capabilities                                                  
to match the new environment and increase offline coverage 

HL-LHC background 
5x rates and              
6x total doses   
with respect to LHC 

ATLAS: improve endcap muon 
tracking and trigger 

New Small Wheels in the EI layer                                                                                 
with high-resolution small-strip sTGC 
trigger chambers and Micromegas 
tracking detectors with increased             
rate capability in LS2 (2019-20) 

Extension of the EI sTGC trigger 
chamber layer to larger radii in LS3 
(2024-26) under consideration 

ATLAS: improve  barrel muon trigger 
  by installing 276 additional RPC chambers 

in the inner barrel layer 
 - to close acceptance gaps 
   and redundancy, in particular 
 - to compensate for potential                        
    efficiency loss of existing RPCs                                                         

by replacement of the 96 monitored                     
drift tube (MDT) chambers by                          
small-diameter sMDT drift tube 
chambers                                                                                                 
to make space for the new RPCs                        
and increase tracking rate capability 
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Gaseous Tracking Detectors  
Main R&D activities for ATLAS and CMS are for new 
muon chambers in the forward directions.   
• Increase rate capabilities and radiation hardness 
• Improved resolution (online    

trigger and offline analyses)  
• Improved timing precision             

(background rejection) 
Technologies 
• Gas Electron Multiplier (CMS forward              

chambers, ALICE TPC and current LHCb)  
• MicroMegas and Thin Gap Chambers  
     (TGCs) (ATLAS forward chambers) 
• Resistive Plate Chambers (RPCs) - low             

resistivity glass for rate capability - multi-                 
gap precision timing (ATLAS/CMS)  

GEM stack for ALICE TPC R/O. 

CERN RD51 common 
micro-pattern gas 
detector R&D 
 

Need to develop   
commercial large-scale 
production capabilities MicroMegas Principle 

4 layer stack to target Ion backflow < 1% 
given continuous readout at 50kHz  

doi:10.1016/j.nima.2015 
Fabio Sauli  

Full scale ATLAS 
New Small Wheel 
MicroMegas 
quadruplet 
completed and 
tested at CERN 

http://dx.doi.org/10.1016/j.nima.2015.07.060
http://dx.doi.org/10.1016/j.nima.2015.07.060
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Scintillating Fibre Tracking    
  

2 x ~3 m 

2 x ~ 2.5 m 

3 stations of X-U-V-X scintillating  
     fibre planes (≤5° stereo).  Every  
          plane  is made of 5 layers  
               of  2.5 m long  
                     Ø250 µm fibres,. 

SiPM readout 

SiPM readout 

fibre ends  
mirrored 

SiPM  
location 

Fn = 6·1011 cm-2 

Npe 

ch. # 

Σ = ∼10-20 pe 

4 layer proto mat 

SiPM array (HPK) 

 
Challenges 
 Large size – high precision 
 O(10,000 km) of fibres 
 Operation of SiPM at -40°C 
   

250 µm pitch 

Large scale SciFi tracker for LHCb 

3 million (SCSF-78MJ TDR baseline) scintillating 
fibres with up to 30kGy non-uniform exposure 
(CERN/LHCC 2014-001) 
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Calorimeter R&D 

ATLAS LAr 

FCal 

 
• Major upgrades of HL-LHC calorimeter electronics to stream all data off 

detector at 40MHz to give ultimate trigger flexibility (GBT links) 

• LAr excellent for radiation-hardness but granularity of                                                 
read-out not optimised for HL-LHC conditions 

– ATLAS increased depth and segmentation (×10) inputs at Level-1                                                                           
Phase-I upgrade (better benefit from intrinsic spatial resolution) 

– Studied new sFCal with smaller LAr gaps and tube diameters, but                                                             
detailed benefit/risk assessment argued against this (despite benefits                                                     
of finer pitch and concerns about loss of highest η efficiencies) 

• ATLAS Tile Calorimeter: replace HV, FE and BE electronics 

• For other scintillator based systems, can have issues with light                              
yield and transparency (also for wavelength shifting fibres) after irradiation 

→ Crucial development is advanced commercial photo-detector technologies   
 with high sensitivity, radiation tolerance, high granularity and low cost 

• Major challenge for particle flow in calorimeters (very high granularity 
requirements over large areas) is cost optimisation plus need for extreme 
radiation hardness of all components in forward directions 

ATLAS TileCal  
Super-drawer 
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CMS: Forward Calorimeter 
CMS need to replace ECAL and 
HCAL end-cap calorimeters due 
to radiation damage 

 CMS PFA Upgrade High Granularity Calorimeter 

e/γ resolution ∼20%/ 𝑬𝑬 + ≤ 1% 

Prototypes in test-beam 

Scintillator-based HCAL 
with 30% of volume 
replaced by  finger tiles to 
reduce optical path and 
attenuation 

Silicon pads to withstand doses 
up to 1016n/cm2 and several MGy 

η 
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Particle ID and Timing  

 For 200 PU, depending on crossing scheme,  HL-LHC can deliver  
 down to an event/mm and up to 1.45ns bunch crossing duration 
→ Use 20-30ps timing to better associate high pT objects to vertices 

CMS HGCAL            
5mm pads could 
deliver 20ps resolution 
for  >20 MIPs - S/N > 50 

LHCb RICH 
system needs 
upgrades for 
triggerless 
operation at 
higher rates: 
𝓛𝓛=2×1033cm-2s-1 

 
LHCb Time Of internally 
 Reflected CHerenkov 
(TORCH) ~15ps/track 
  

~30 detected 
photons/track 

Low Gain 
Avalanche  
Detectors 

ATLAS propose dedicated High Granularity SiW Timing 
Detector in front of end-cap at z=3500mm, covering 

2.4<η<4.2 (650mm>r>110mm) 50μm thick few mm2 pads 

RD50 

DIRC (Detection of Internally 
Reflected Cherenkov light) 

Gas                               
photon detectors 
(MaPMTs) and  
electronics replaced.   
    Aerogel removed. 
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• Use of 65nm feature size ASICs for ~10Gb/s electrical+optical links based on 
custom devices on-detector (low mass, compact and radiation-hard) 

• Also need ever more powerful and more complex FPGAs for data handling 
• Where possible send digitized data off-detector for every bunch crossing (ie at 

40MHz) leading to total bandwidths ~105 Gb/s 
• LHCb full triggerless (40MHz) operation, all data shipped to data acquisition 
• HL-LHC operation 6-8 × 109 interactions per second in 25ns bunch crossings 
• ATLAS & CMS hardware (L1) trigger  maintain low trigger thresholds  
− Track information for high momentum resolution - isolation - vertexing  
     → can reduce rates of lepton triggers by a factor ∼ 10 and help suppress pile-up jets 

HL-LHC R/O and TDAQ 

ATLAS L0/L1 Scheme 

Muon/Calo L0 defines 
regional tracker R/O 

− ATLAS: either L0/L1 (could allow L0 above                
a MHz if needed) or L0 only at 1MHz        

− CMS: ~750kHz L1 with tracking information  
− Increased L1 latency 10 - 30 µs 
− Improved algorithms  
− R&D on improved pattern recognition 

Associative Memories ASICs and advanced 
FPGAs to achieve fast track fitting for L1 
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HL-LHC R/O and TDAQ 
• Use of 65nm feature size ASICs for ~10Gb/s electrical+optical links based on 

custom devices on-detector (low mass, compact and radiation-hard) 
• Also need ever more powerful and more complex FPGAs for data handling 
• Where possible send digitized data off-detector for every bunch crossing (ie at 

40MHz) leading to total bandwidths ~105 Gb/s 
• LHCb full triggerless (40MHz) operation, all data shipped to data acquisition 
• HL-LHC operation 6-8 × 109 interactions per second in 25ns bunch crossings 
• ATLAS & CMS hardware (L1) trigger  maintain low trigger thresholds  
− Track information for high momentum resolution - isolation - vertexing  
     → can reduce rates of lepton triggers by a factor ∼ 10 and help suppress pile-up jets 
− ATLAS: either L0/L1 (could allow L0 above                

a MHz if needed) or L0 only at 1MHz        
− CMS: ~750kHz L1 with tracking information  
− Increased L1 latency 10 - 30 µs 
− Improved algorithms  
− R&D on improved pattern recognition 

Associative Memories ASICs and advanced 
FPGAs to achieve fast track fitting for L1 
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• LHCb full triggerless (40MHz) operation, all data shipped to data acquisition 

HL-LHC R/O and TDAQ 

Data compression on Front-end 
driven by link cost: 
Need ~ 15,000 links (4.8 Gbit/s) 

Try to be flexible & scalable: 4 of 6 sub-detectors will use FPGAs in front-ends 
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All these figures showed doubling times of < 2 years up to now. Some scalings will stop, but different 
improvements conceivable. Can still hope for major detector improvements and enhanced TDAQ 
plus computing capabilities. However, storage and CPU costs not expected to scale as fast as needed.  

Data Storage 

Transistors/mm2 

Bandwidth 

ADC pJ/conversion 

Microelectronics Evolution 
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All these figures showed doubling times of < 2 years up to now. Some scalings will stop, but different 
improvements conceivable. Can still hope for major detector improvements and enhanced TDAQ 
plus computing capabilities. However, storage and CPU costs not expected to scale as fast as needed. 

The Computing Challenge 
The available transistors are used for adding new CPU cores 
while keeping the clock frequency basically constant, thus 
limiting the power consumption 

Have to introduce parallelism        
into applications to fully exploit 
the continuing exponential CPU 
throughput gains 
Some LHC software more than 20 years old 
• Need to exploit modern hardware (many-

core, GPU, etc.) to boost performance 
• Need to modernize implementations 
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All these figures showed doubling times of < 2 years up to now. Some scalings will stop, but different 
improvements conceivable. Can still hope for major detector improvements and enhanced TDAQ 
plus computing capabilities. However, storage and CPU costs not expected to scale as fast as needed.  

•Reconstruction time dominates 
CPU consumption at HL-LHC 

•Optimised detector layout can 
significantly reduce this 

•Needs to become a factor in 
detector design 

The Computing Challenge 
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• Many new results on performance and physics reach presented at 
ECFA HL-LHC (https://indico.cern.ch/event/524795/timetable/) for 
which there has not been time to present, nor the latest accelerator 
developments, interface to detectors and experiment schedules 

• For lack of time, progress on Phase-I upgrade preparation has 
largely been omitted but this represents a huge international effort  

• Failed to do justice to many aspects of detector R&D, along with 
developments in electronics, data acquisition, monitoring, 
alignment, global engineering, radiation protection …  

• Focus has been mainly on areas with more direct contact so many 
apologies also for omissions and, in particular, any errors 

• Progress with detector technology is in general keeping pace with 
the requirements from the machine schedule but resources are an 
issue despite good coordination of efforts between experiments  

• Sizeable and highly dedicated community engaged in detector R&D 
for upgrade of LHC experiments for the challenges of the HL-LHC    

Conclusions 

https://indico.cern.ch/event/524795/timetable/
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BACK-UP 
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New All Silicon Inner Detector  
Recent baseline change  from 5 paired strip layers (paired for 40mrad stereo) plus 4 pixel layers  
to 5 pixel and 4 strip layers (barrel) with 345mm radius boundary between the two systems. 
→ Large area of pixel system particularly at high radii where radiation levels are less extreme. 
 
 
 
 
 
 
 
 
 
 
 
Several layouts are under consideration including (not shown here) pixel layers with inclined 
sensors. The main differences in the ATLAS Phase-II Upgrade Scoping Document (CERN-LHCC-
2015-020 ; LHCC-G-166) were in terms of the η coverage of the tracker which relates to the 
area of the pixel system ranging from  ~13m2 to ~16m2. 
 

Phase-II Tracker Upgrade (ITk) 
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  CMS:  Strip-Pixel Module  

Could the functionality of these 
modules benefit from CMOS 
technology to replace the macro-
pixel layers? 
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RD53 (65nm ASIC) Status 

ACES 2016 
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Courtesy of Roland Horisberger 
Actual CMOS Usage 
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• ATLAS Pixels: Planar Sensor 
Solution 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• ATLAS is studying all variants of HV/HR-CMOS 
for possible replacement of its tracking layers, 
particularly at intermediate radii where there is 
more area to cover, but radiation is less of an 
issue. Largest current pixel cost component is 
the bump-bonding. 

• For strips, the planar sensor with 4 rows of  
2.45cm strips at 80μm pitch could be replaced by 
a CMOS sensor which encodes the z position but 
then is still connected to a modified version of the 
current development strip ASIC 

Possible CMOS Tracking for the ITk 

Smart pixel approach:  
reuses circuitry 

developed for passive 
pixel sensor read-out 

but still needs new   
chip submissions and 

hybridisation step 

Standard MAPS: 
Charge collection 

by diffusion →  
slow and prone   

to radiation 
induced trapping  

FE chip 

sensor 
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CMS scintillator-based HCAL 
with 30% of volume replaced 
by  finger tiles to reduce 
optical path and attenuation 

CMS Phase-II Calorimeter 

CMS need to replace ECAL and HCAL end-cap 
calorimeters due to radiation damage 

New Endcap 
Calorimeters 
• Radiation tolerant  
• High granularity  

56 
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Si-HGC Event Displays 

marcello.mannelli@cern.ch 57 

Si-HGC extends Tracking into Calorimeter 
 

Provides good cluster energy resolution,  
very detailed topological information 

and excellent two-particle cluster res0lving power 
 

Ideally suited for Particle Flow reconstruction 
in a high particle density environment 
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ILC /CLIC-like HGCAL 
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ILC /CLIC-like HGCAL 

marcello.mannelli@cern.ch 59 
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ILC-like structure for FCC-HGC 

Big Differences include 
• Power consumption, cooling,  & Data rates 
• Radiation and -300C operating temperature 

– Thermal enclosure & services feed-troughs 
• Profit from synergy with Tracker R&D 

– Sensors, cold operation & CO2 cooling, Power & Read-Out 
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Power consumption, cooling & 
data rates - CMS study 

marcello.mannelli@cern.ch 61 

Power ranges from ~ 100W/m2 in Barrel 
(300um thick sensors and 1cm2 cell size) 
 

Up to ~ 250W/m2 in End-Cap 
(100um thick sensors and 0.5cm2 cell size) 
 

Operate Silicon at -30C0 (-35C0 if possible) 

Exploit low cell occupancy and steeply 
falling energy spectrum, with simple 
data compression algorithm 
 

CMS: from 1~2Gbps/Module up to 
~8Gbps/Module in End-Cap; 
Dominated by L1 Trigger data 
 

Expect ~ *2 at FCC 
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