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LHC / HL-LHC Plan ) Luminosiy
CERN Council (May 2013)
. LHC HL-LHC

“The discovery of the X |

. ] Run1 | | Run2 | Run 3
Higgs boson is the start |
of a major programme 13Tey A 13514 TeV LAl B ey

. splice consolidation inﬁ;ﬁt‘:“ cryolimit HL-LHC \;(}Eﬂ L:I

of work to measure this 7ry 20|t inos 08 collnaion ocen | LR | uminosty

Civil Eng. P1-P5

particle’s properties

with the highest possible —
iSi i 2 x nominal kam -iTagU experiment
precision for testing the o | v | warads phass 2
validity of the Standard e — U
Model and to search for  EIA 300" s

further new physics at the
energy frontier. The LHC is in a unique position to pursue this programme.”

“Europe’s top priority should be the exploitation of the full potential of the LHC, including
the high-luminosity upgrade of the machine and detectors with a view to collecting ten
times more data than in the initial design, by around 2030”

HEPAP in the US (May 2014) decided: “The HL-LHC is strongly supported and is the first
high-priority large-category project in our recommended program”

CERN Council (June 2016) Formal approval of the High Luminosity LHC project, HL-LHC
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9"~ Overview of HL-LHC Programme
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Radiation damage to triplet magnets at 300 fb-1
_ peak dose longitudinal profile Cold bore
301 ' ' ' . . % insulation ) . )
I y v . . =135 MG 1983 : First studies for the LHC project
! & 1[ 7 Tf]‘* 5&;&?&;&?&2&15 ] 4 1988 : First magnet model (feasibility)
251 MCBX-1 +—+— ] 1994 : Approval of the LHC by the CERN Council
[ ﬁ MCBX-2 —+— 1 1996-1999 : Series production industrialisation
0L { MQSX 1998 : Declaration of Public Utility & Start of civil
- MCTX nested in MCBX-3 —— engineering
I i MCSOX +—+— 1998-2000 : Placement of the main production contracts
2004 : Start of the LHC installation

2005-2007 : Magnets Installation in the tunnel
2006-2008 : Hardware commissioning

peak dose [MGy / 300 fh'l]

10+ 5 # £ 2008-2009 : Beam commissioning and repair
: = E
I i = 2010-2035: Physics exploitation
I . 2010-2012: Run1;7 and 8 TeV
! F 2015—-2018:Run 2; 13 TeV
ol = x - ' L ! T _ s 2021 -2023 :Run 3
PP e tom . P Y 2024 - 2025 : HL-LHC installation

~—=— LHC accelerator overviw
(CERN y Fréderick Bordry
) 3™ ECFA High-luminosity LHC experi it rkshoj s |
S Dl:tl:)ber'gZ{]1L¢IEiITn;i.SxI—IES-Bair?SmnmenSwo P Around 300 fb the
present Inner Triplet

Goal of HL-LHC project: magnets reach the end of
« 250 — 300 fb! per year their L_lse:.-ful life (due to
. 3000 fb"! in about 10 years e

and must be replaced.
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Goal of High Luminosity LHC (HL-LHC): L [10° cm%s”']

20
The main objective of HiLumi LHC Design Study is to determine a hardware

configuration and a set of beam parameters that will allow the LHC to reach the 5
following targets:

no leveling w peak 2x10% cm=s’!

Prepare machine for operation beyond 2025 and up to 2035-37

Devise beam parameters and operation scenarios for: 3
- nominal

#enabling a total integrated luminosity of 3000 fb-1 : 4 6 8 10 12 14 ([

#implying an integrated luminosity of 250-300 fb-! per year, D
L[10* ecm7 s
#design for p ~ 140 (~ 200) (= peak luminosity of 5 (7) 1034 cm-2s-1) 20
pile-up density (<1.3 events/mm) = \“3'5;;1{::-:1};;9‘“*:‘ Il‘ r\
#design equipment for ‘ultimate’ performance of 7.5 1034 cm2s-" \ |\ |" I\
and 4000 fb-" w3 £t 1 P
leveling at

=> Ten times the luminosity reach of first 10 years of LHC operation .. ﬂé‘i‘;“ il —!— L ! average no level
»~—— LHC accelerator overviw ! o = : - ! = e s
:@ Frédérick Bordry l_ _I I_ _l_l | — _'_
| S e e 0 5 10 15 2 25 30 ¢[h]
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EYETS 2016/17 (19 weeks) (no Linac4 connection during Run2)
LS2 starting in 2018 (July) 18 months + 3months BC (Beam Commissioning)
LS3 LHC: starting in 2023 => 30 months + 3 BC
injectors: in 2024 => 13 months + 3 BC
Pb-Pb Pb-Pb p-Pb

I | p-Pbl |

201 2012 l
BIE A

Phase-l Upgrades
Run 1

2010

b

ARl 1)1

Phase-Il Upgrades

P-p+— Pb-Pb
| |
2023

EIHIDEED

2022

/23016 " PP PP PP | Hc Detector Upgrades



High
Luminosity
LHC

https://cds.cern.ch/record/2055248 /files/|L HCC-G-166.pdf

Muon Detectors

11/23/2016

Toroid Magnets

Tile Calorimeter

Liquid Argon Calorimeter

Solenoid Magnet

ATLA
2015 2015 2017

IHC Run 2

\ i
SCT Trocker \Pixel Detector TRT Tracker
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pgrade\Timeline
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e

/ Phase-1 Upgrad\

|
\ ! Phase-2 Upgrade

L = 2e34 (u~60) '
int L = 200 fb-*

L = 7.5e34 (u~200)
int L = 3000 fb-'

New Muon Small Wheel (NS
Fast Track Trigger (FTK)
TDAQ Phase-1

1. LAr Calorimeter Electronics

- ATLAS Forward Protons (AFP)

Detector (ITk-Strip/Pixel)

Calorimeter Electronics
Upgrade

New Forward Calorimeter ?
I -% Muon System Upgrade
|. TDAQ Phase-2

|

| A}

: - All new Tracking Inner
|

| -

|

LHC Detector Upgrades

Trigger and Dats Acquisition

Lavel 0 Trggor Systom
Conbrad Triggor

ATLAS: Phase-ll Upgrades

Booping Scenarios

UNIVERSITYOF
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Calorimator Trigger (o/y)

MOT evorywhees

Whion Basrol Triggar FAPC BI

WMhaon Erd-cap Triggr

Lovel-1 Trigger System

Mo APC-BI

Ty

| B

N ciotal Tigger

100 kHz

10 hHz putput

o
1400 KHz L1 rato]

’
[400 KHz L1 rata]

BT

v

Detector System Reference Middle Low
(275 MCHF) (235 MCHF) (200 MCHF)
Inner Tracker
Pixel Detector nl< 4.0 o< 2
v v
) [No stereo in layers #2,#4]
Banel Strip Detector v’ [No stub layer] [Remove layer #3]
[No stub layer]

I Endcap Strip Deteclor

v
[Remove 1 disk'side]

[Remove 1 diskiside]

«

s
I LAr Calorimeter Electronics I

I Tile Calorimeter Electronics.

) Forward Galorimeter

High Granularity
Precision Timing Detector

NN N

EEE S ENIEN

EEEIRNES

Muon Spectrometer

Barrel Detectors and Electronics

Reference

(275 MCHF)

Scoping Scenarios

Middle
(235 MCHF)

Low
(200 MCHF)

RPC Trigger Electronics v v v

MDT Front-End ) v . v

and readout electronics

(BI+BM+BO) [BM:BO only]  [BM+BO only]
RPC Inner layer v v X

in the whole layer [in half layer only]

Barrel Inner sMDT Detectors v 4 x

in the whole layer [in half layer only]

MDT Lo Trigger Electronics v v v

(Bl +BM+BO) [BI +BM only] BI +BM only]

End-cap and Forward Muon Detectors and Electronics

tagger

TGC Trigger Electronics ' v '
grg;—LEon;rEi:::td electronics v v v/

(EE+EM+EQ) [EE +EMonly]  [EE +EM only]

;Tgl(g: V?l:‘::l"l’r:snar Ring v v v

Very-forward Mucn v x X 7



https://cds.cern.ch/record/2055248/files/LHCC-G-166.pdf

@i CMS: Phase-ll Upgrades ©

http://cds.cern.ch/record/2055167 /files/LHCC-G-165.pdf?version=4 C

New Tracker

* Radiation tolerant - high granularity - less
material

 Tracks (Py>2GeV) in hardware trigger (L1)

* Coverageupton~4

Muons

» Replace DT and CSC FE/BE electronics

e Complete RPC coverage in forward
region (new GEM/RPC technology)

* Muon-taggingupton ~ 3

Barrel ECAL 4 Néw Endcap
* Replace FE/BE ' | calorimeters
electronics ‘  Radiation tolerant

* Cool detector/APD.s. /A e High granularity

: e Timing capabilit
Trigger/DAQ € “ap Y

e L1 (hardware) with tracks
and rateup ~ 750 kHz

e L1 Latency 12.5 ps

e HLT output rate 7.5 kHz
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i~ LHCb: Phase-l Upgrades _©
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Downstream
Tracker
Sci-Fibres

— ~

Ty
i /‘jﬂ' ./
’ -

1 .
!
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.=~ ALICE: Phase-l Upgrades

UNIVERSITYOF
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N The Future: ALICE Upgrade Program
New Inner Tracking System (ITS) Muon Forward Tracker (MFT)
® improved pointing precision ® ' new Bt tincle
L :iaﬁsﬂmatenal — thinnest tracker at the e Improved ;2 pointing precision
MUON ARM
Time Projection Chamber = fg’;‘(};"uiﬂm
(TPC} electronics
® new GEM technology for
readout chambers
® continuous readout r
® faster readout electronics
New Central Trigger
Processor (CTP)
Data ,ﬁfquw;i'riun (DAQL
-—4|rr1 Level Tri gger rHLTn
® new architectu re &
® on line 1 ':-'r‘-ill.g A data L ] by 5t. Rossegger
& —»le—frv F’!Li:.“e-.:enf_ rate TOF, TRD, ZDC New Trlgger Detectors

® [aster readout (F|T]
11/23/2016 LHC Detector Upgrades 10



@~ ATLAS: Phase-ll Upgrades B@::-- CMS: Phase-ll Upgrades

VERST
https://cds.cern.ch/record/2055248/files/L HCC-G-166.pdf S

UNIVERSITY?F

http://cds.cern.ch/record/2055167 /files/LHCC-G-165.pdf?version=4 B ERLINGER

aan Datecion Tile Colorimerar  Uuid Argan Galnmeter
i |

New Tracker "
* Radiation tolerant - high granularity - less dELE _ .
material * Replace DT and CSC FE/BE electronics
* Complete RPC coverage in forward

* Tracks (P1>2GeV) in hardware trigger (L1)
* Coverageupton~ 4

7/

region (new GEM/RPC technology)
* Muon-taggingup ton ~ 3

Barrel ECAL .
New Endcap
* Replace FE/BE Calorimeters
&o electronics

* Radiation tolerant
* High granularity

* Timing capability
L .

* Cool detector/APDs

Trigger/DAQ

] iz (i Phiase-2 Upre * L1 (hardware) with tracks
| =t N\ LT and rate up ~ 750 kHz
= 1 joil 2 A000 0

-] Mew Muon Small Wheel (N3W)
o T

- | All new Tracking Inner
Detector (ITx-Strip/Pixel)

* L1 Latency 12.5 ps
* HLT output rate 7.5 kHz

I

: i

- TDAQ Phage-1 I
« LAr Calorimeter Electronics ! upgrade

I

]

|

I

I

SCITONICS

- ATLAS Forward Prolons (AFP)

+ L Muon System Lipgrade

TDAC Phase-2 N . s 4 Y
11/17/2016 LHL LIETECTor Upgrages ¢
High
12 we ALICE: Ph I Upg d
élﬂm'mhlw LH c b P hase l U pg rades UNIVERSITYOF e el ase ra es UNIVERSITYOF

BIRMINGHAM
BIRMINGHAM

Downstream The Future: ALICE Upgrade Program

Tracker . S AlLICE
Sci-Fibres — S New [nner Tracking System (IT5)

® improved pointing precision
® |ess material — thinnest tracker at the

LHC
L%

Muon Forward Tracker (MFT)

® new Si tracker
® Improved i pointing precision

MUON ARM
Time Projection Chamber . fg:é:}l:;ous
(TPC) electronics

® new GEM technology for
readout chambers

® continuous readout

® faster readout electronics

New Central Trigger .
Processor (CTP)

Data quu.a'rm |DAL.}_H
High L

TOF, TRD, ZDC New rlgger Detectors
® Faster readout (F]T]

11/17/2016 LHC Detector Upgrades 14 131/37/2018 LHC Detector Upgrades
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@ Tracking Technologies

UNIVERSITYOF
BIRMINGHAM

* For HL-LHC, fine granularity over large areas and minimal mass are targeted
consistent with constraints of very high radiation environment, very high hit
and data rates, cooling, plus complex event triggering capabilities

* Vertex detectors target finest granularity (RD53: 50umx50 pym pixels), minimal
scattering material (ALICE: <0.5% X,/layer) and the highest radiation tolerance
(ATLAS and CMS: 2x10%*n,,/cm?and 1Grad, RD50)

e Large area silicon coverage for high efficiency track finding (>99% for muons),
precision momentum resolution (even 30% at 1 TeV), good extrapolation
outwards and into pixel layers, excellent pattern recognition even in dense jets,
low material, triggering capability and be highly cost effective

« Systems require low mass cooling and compact, radiation-hard, optical plus
electrical links with HV/LV multiplexing (very large numbers of channels
running at low voltages drawing high currents — power loss in cables)

 Muon detectors need improved spatial resolution and enhanced rate capability
— advanced micro-pattern gas detectors

» Fast detector plus electronics layers with read-out into first level of triggering

e Large area detector construction necessitates very close links with industry to
develop designs and processes for mass production

* Other technologies include scintillating fibres (LHCb) and straws (NA62, Mu2e)

11/23/2016 LHC Detector Upgrades 12



@ ATLAS Tracker Upgrade (ITk)
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Current ATLAS Inner Detector (60m?, 108 channels)

Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

%

\
Toroid Magnets  Solenoid Magnet ISCT Tracker Pixel Detector TRT Tracker »
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@ ATLAS Tracker Upgrade (ITk)

UNIVERSITYOF
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Current ATLAS Inner Detector (60m?, 108 channels)

rR= 1082 mm

Straw tubes
TRT

TRT { p
LR =554 mm '/ ' w

(R=514 mm | 2gy
R =443 mm

SCT &
R =371 mm

LR =299 mm . - .
I Silicon strip I

R=1225mm Pixels
Pixels { R = 88.5 mm
R =50.5 mm

IBL 33mm

I Silicon pixel I

R=0mm

/ |

\
Toroid Magnets  Solenoid Magnet ISCT Tracker Pixel Detector TRT Tracker |

%
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LHC

@ ATLAS Tracker Upgrade (ITk)

UNIVERSITYOF
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New All Silicon Inner Detector (200m?, ~101° channels)

rR= 1082 mm

1348
Feeaees

TRT%
LR=554 mm

(R =514 mm

R =443 mm
SCT 4
R =371 mm
LR =299 mm . I sili tri I
scT lcon Strip
R=122.5mm m"“ »  Pixels

Pixels { R = 88.5 mm I SIlICOn plxel I

R =50.5 mm
IBL33mm

R=0mm

/ |

\
Toroid Magnets  Solenoid Magnet ISCT Tracker Pixel Detector TRT Tracker |

%
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@ ATLAS Tracker Upgrade (ITk)

LHC
UNIVERSITYOF
BIRMINGHAM

New All Silicon Inner Detector (200m?, ~10*° channels)

—=1200
E I FOT XM QU omy! I
o | Not {0 be-used a5 an indication.of the final

1000 = mﬂ I — Iiﬁr—rﬁﬁﬁ

800

600

N
400 L . L L L L ||

200 ‘ ‘

— e W —

T T 1
-1000 0 1000 2000 3000

T T R R
-3000 -2000

DC-DC .Q._’
converter ’._..

Wire-bonds

Glue\

hybrids

modules EoS

Sensor

i I 1
1400 mm
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o ATLAS Tracker Upgrade (1Tk)

LHC
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Single-sided modules

: . "8 sandwiched around

--! I: -_. -. . i = : S
<4 '_EEIeero%eCﬂl'\ﬂaFn = ;28 low mass structures

Powering (DC/DC strip Serial
pixel), HV multiplexing, CO,

embedded cooling, low mass
modular supports & services

HENE S

ATLAS Forward
Wedges and Discs

(4 row wire bonding)
in 130nm CMOS with
LO/L1 functionality

Module
with
on-board X
DC-DC converter

6000

.
5 ‘)

: o nr 0 B! I8 0. 0.57 e .17 N o 8w o A i N o i8N ' 5911

[ a - U i & i & { i & 5 & { i ¥ & o i N &1 i & { i B

y~— - i i o H i o ¥ HH i o o o H o B o o N HH

- | = L i M) H_H | M i ML i E N H il Lk L L

H=&1 {01 H=i =1 E = I 81 S th=t =4 Hatl {52 =K1 {1 [£=l1

= i i I HEH o i s el { i HEE i (i 0 2| i 6 k]

= { i HaH { { i i i i HiakH A Hisl : el i

RS - r : { i i i i { i g H i 1 £ i i i 1 i . i i ]

~ 8 1| ] HIBE Hae] 8 i i LEEN | HIoR i fiE ] 8 1l E it R : e

! - | HIHE 5 HiBE S LiHe | LRHE Y LAHE | LUHE LRHE] FiHE {RHE § { BHE § [REE 4 1t g e84
) - -

>

1400 mm

11/23/2016 LHC Detector Upgrades



o ATLAS Tracker Upgrade (1Tk)

LHC
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BIRMINGHAM

tenal wonising dose [Gv]

. Unprecedented

—=1200
s I TR —— ~levels of radiation
100 at HL-LHC
i |: :| ; 3 3 A 1 MeV n,, fluence [particles / cm?]
800 - ey
i R —— Strip detectors must =,
600l survive damage to ‘
I e lattice equivalent to
4001~ L M L0 L b b ] |[that from 1.2x1015/cm2* ?

- | | ‘ ‘ || ‘ ‘ ‘ | 1 MeV neutrons and .
20 |
_ | 0.5 MGy
o a i B — q .
U_|||||||||||I|||I|||||||I|||||||||||||| (PIerS>x10thls)
-3000 -2000 -1000 0 1000 2000 3000 r ; 10"
Z[mm] z[em]
25 trErTr ' L " T L LA LA | LR | LB |
& p-in-n MCz Micron 26 MeV F
B p-in-n FZ Micron 26 MeV
20 L - - n-in-n MCz Micron 26 MeV |
—_ —0—n-in-n FZ Micron 26 MeV —~
‘0 - - - nin-p MCz Micron 26 MeV 0
X —B—niin-p FZ Micron 26 MeV =
o 151 B n-in-p FZ HPK ATLAS 70 MeV - 10 :
g O n-in-p FZ HPK ATLAS 26 MeV % . ]
< . .
6000 el 5 - RD50: n-in-p
- =] [ N
! .t B P o - pul
’i . -— Q r
wire '”r-’i? H : ‘g | —a—Micron 140 um (900 V)
e S 5t . - ; d = —8— Micron 310 um (900 V)
bOﬂdS E _f_',,! o Need noise S | & 8 - —8—HPK 320 um (900V)
‘ 5- i . - —a—Micron 500 um (900 V
| A = 1000enc after irradiation o s00um (001
1 1al L Lol 1 213 sl b3 vl
(T ' ! T 1% 01 1 L1000
= Fluence (10" n,, cm™) Fluence (10" n,, om’)
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sy CMS Tracker Upgrade

BIRMINGHAM
CMS DETECTOR STEEL RETURN YOKE
Total weight : 14,000 tonnes 12,500 tonnes
Overall diameter : 15.0 m
Overall length  :28.7m
Magnetic field :3.8T

SILICON TRACKERS

Pixel (100x150 pm) ~16m* ~66M channels
Microstrips (80x180 pm) ~200m? ~9.6M channels

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers

PRESHOWER
Silicon strips ~16m* ~137,000 channels

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

CRYSTAL
ELECTROMAGNETIC

CALORIMETER (ECAL)
~76,000 scintillating PbBWO, crystals

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

11/23/2016

LHC Detector Upgrades
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@ CMS Tracker Upgrade

LHC
UNIVERSITYOF

BIRMINGHAM

Outer trackers need radiation hardness of current n-in-n pixel sensors at fraction of the cost
-> ATLAS/CMS: n-in-p strip technology Many large

; Interest in larger
(8”) wafers

ol,n ﬂ,ﬂﬁl\,a ::,4 05 086 ?,7 o,a 09 ,n 1,1 ,m .1,3 p 1.4 3 L5 area Sensors
| _." [/ '/ / / / // . /// // /,/' //,/' g 16

= VAR ~— % produced for particularly for
R ———— I|}| | i B }y ] ] — .  both ATLAS | forward regions
L i _;:—_;'_ 23
e = S AT L :’ o and CMS (and HGCAL)
8 = = AT ey Fui
Pixel Barrel = #l = inner Discs o
— (TPB) =P (TID)
P g ——"— -
(TPE) LN
Greatly reduced In CMS design driven by requirement
material in tracking to identify all tracks with P;>2GeV at
volume SRR s 40MHz as input to L1 trigger ...
oA 1.0 1.2 14
- 16
Phase-2 E lml__ e = —— e —
6 2 ] N I || 3
- T ! T
—_—  — ————— . | | | 22
o |- y
S T R LT i hii i -
e T T I Iy iy | 28
Wi — DRV H B W R % D W I i Iy Ity I, |28
e |11I U Il Il Il | a0
e b AR R A T % I ] |32
2007 4.0
e e e e bl )
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W

Y LHC

Paired layers with short strips (outer radii) and
long pixels plus short strips (inner radii)

CO2 cooling SSA/MPA ASIC
CBC ASIC €— based on pixel Phase 1 65 nm being designed
130 nm dev. 100kW power

cammon with ATLAS

Concentrator ASIC
130 and/or 65 nm

Strip-Strip module

GBT 65 nm & Optical Link
dev. low power - compact
packaging wo connector - based on
common dev. for LHC experiments

DC-DC conversion
based on pixel Phase 1
common dev. with ATLAS l

)

¥

= LT
= = =

R

oo 02 n4 L oa
§ P
5cm x 10cm silicon strip sensors i - Y . |
0]

 strips: length 2.5cm, pitch 100um -
* AC coupled with poly-silicon bias ;|
resistors e "
600 —— |

5cm x 10cm silicon macro-pixel sensors == - oo c s s b B R R I

 strips: length 1.5mm, pitch 100pm TR R R B R ™ v B % !
* DC coupled with punch-through .- BB % %W % 0"
biasing =

11/23/2016 LHC Detector Upgrades

Flex hybrid - Flip-Chip assembly - possibly TSV for inter-chip connection

1500

Y. CMS Tracker Upgrade

high transverse

momentum

1
“stub”
.2
|
|
|
1l
n::
|
|:"
2000

1.4

BN

UNIVERSITYOF
BIRMINGHAM

fail

low transverse
momentum

20
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24
26
28

32
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% o, Hadron Collider Hybrid Pixels

e (ECFA 13/284 https://cds.cern.ch/record/1631032) BIRMINGHAM

BIRMINGHAM

HL-LHC (3000fb!) implies doses up to 2x10*°n.,/cm?and 1Grad (also up to 200 collisions per beam
crossing). However n-in-n, n-in-p planar, 3D and diamond sensors are useable after such doses

E [ %ﬁ ! ‘ %'3::0 :,?:g:]lg b v Fzning 300m 20" s e’ & T T gt W)
3_';, iO_—»— J,,.? G e d=:-5|,un: =1 A rz»r»n:ﬂcwal:-“:a-” 1 - ] EIQi: Fonneens ": R ”' R R -
I el M -l e “—\\*\ S - I i D
',33 E 7 3 is" ¥ 5 . L Siof e _. 7 '3-5:':'_ / / 6 =2x10™ rm'_; 395; —=] — ]
& b e el 1§ IS ] 1 0.5 / -~ '~suo“u,r e 3 ,'f /| o 3
§ et — j«Thin -t s " ‘//m e IS 4 f;”?:
% ‘Planar (RD50) | : | :uecwmy T Temam T o [ e
GU‘ | ‘200 | .460 | ‘660‘ kB‘is'lé({'Olif IIOL?Q'] ° +Mia0n5EZ|.-:n[50::\u'| (RDSO) -t_“a 60 EIE‘ "1-'0 ‘2; 1.;(_; II1.51"TI[H‘_*I3;G 335];:'_6 o J:qu b 1:1 c:::'s:;j[ﬂua:;
7 e Oc- zrln o Eu:.::wmal:;mm?z uln:u 1400 L I| ; -|I 1I Voltage [V Veage 1M
g (V) " Fluenoe:m"n:o’n'!] : 3D after 9x10i5neq/cm2 (RDSO)
- The mechanisms leading to larger than expected signals (also seen planar e
in 3D sensors) is mostly understood and is even now being exploited [—{|;7~ ‘ “alo] ‘
(doping profile, trenches) to enhance the signals after radiation ;‘;‘ al b \
(i1 e
Use of 65nm (RD53) CMOS ASIC technology allows pixel sizes of e l i |

50umx50um or 25umx100um (LHCb VeLoPIX 130nm: 55pumx55um) (3D sen;ors tled in ATLALS BL)

Large format sensors needed to tile larger areas and examples have 24 stations with sensors down
of potential suppliers "Hc,b fo a2 fromthe g
50%50 "mzé Ve LOPlx m';'ﬂl:;f;;:::zf"m power tapen, substrate

Module ~~ e /

=% Small Design : ==

4l Pitch Ehie 4=- 0 ?;“:‘1

3D ”” =
CMS CNM 3D sensors . =gl 0
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https://cds.cern.ch/record/1631032

§® v Hadron Collider Hybrid Pixels

= LHC (ECFA 13/284 https://cds.cern.ch/record/1631032) UNTVERSTLY T

BIRMINGHAM

* Irradiated single and quad n-in-p pixel modules (for hlgher radn) studled in test beam
with excellent performance 2

5 ATLAS g "
- 4cmx4cm _ATLAS Quad
T e h FE (,:hl,p_ . B 150um thick r
FEFFEFEEEEET planar sensors
g SEeNsor s ol
Conventional bump-bonding R
* Micro-channel in-silicon cooling (LHCb, ALICE, NA62)  LHCb VeloPixModule
* Need custom rad hard low power, fast opto- electronlcs - ]
Timing & Trigger, - . <.] ﬁm.ga'rrinu —?!:-(mm i
nnnnnnnnn [=>{ ] | . i k...>IpGBTx, + VTTx .
o e i S (10 Gbit/s plus versatile link) O memerwes
Radiation Hard Electronics I Commerc |Off?'t}'|eCtS‘:|r If (COTS)

* Low mass structures, services (electrical link to optical for innermost layers), LV (serial
powering for innermost layers, DC/DC elsewhere), CO, cooling...

DC-DC J !
DC to DC converter to L m ATLAS Phase-Il Prototype e L
step down 10V->2.5V [osaut ] [oodute ] = [t | Barrel Pixel Supports y/ 3 %
) é 3
Serial Powering Alpine: SLIM:
- , — Flex below carbon stave
> 3m S 4
3\
I @ ; ’\‘ I-..-I.II..I 1 I| |ls| |I_ Il L I |I_:.
¢ H I\ ’// T 1‘. I':_:: | I|I|‘ [ul :4I| |I+I|—|I T n=40]
ACZPOC VR A 2.fan » 1 Pereast g 500 1000 1800 2000 2500 000" 3500

[ Modute ] 3 I >
) * Inclined Pixel Layout Option zmm]
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https://cds.cern.ch/record/1631032

sy ATLAS and CMS Pixel Read-out

UNIVERSITYOF
i BIRMINGHAM
RD53: Common 65nm CMOS pixel ASIC development
: LHCC Report
* Many Challenges being addressed ( port)
— PMOS test structure radiation effects with narrow and short channels 056, et e (SIBNHCaR s cog
I /-7, I O e develop with annealing
— Architecture simulations and optimization using Monte Carlo hit data N = {poin/12hours) depending on
from experiments. « Temperature, Time,
L —_ __» OVbiss Bias, Device type, L, W,
— Global floor plan: Upscaled small demonstrator S 7 cived dose, bil
— Shared repositories: IPs, FEs, RTL code, Simulation, full design 57 : - Indication that
o< - J L I A RIS detrimental effects can
Optlmlzfatlon of design flowl& t.ools for very. large complex design i Zs be “avoided”/delayed
— Integration of FEs (4) with biasing and required adaptions N — " by keeping cold
— Integration of monitoring: ADC, Temp sensor, voltages, currents, etc.
— Integration of serial powering o e Ry | 10 e e onsherr s aen vingon) |
- Distributed power dissipation, power profiling, decoupling, system simulations ~ Sy condlors: sk (G e v gges 1 2 2 | v
— Integration of 10 pad frame ) =3
— Digital: RTL coding and technology mapping e I N oo
« Pixel array: Optimization (power, size, radiation tolerance) = - i <o
« EOC: Command decoder, chip configuration, readout data formatting, data [L*]

M <s25%
. —

compression
e Synthesis and timing optimization/verification with radiation effects
* Verification framework

-

. . —— 400x400 T
» Several topics still to be addressed - — pixels * “

SEU optimisation and verification —

3 Analog array  0.96W 1.6W
Digital array  0.77W 0.99W

------ 32mm

Final integration L
Extensive Analog and Digital verlflca'flpn ‘ m : EOC 0.2W 0.3W
DRC verification et L L 10 0.2W 0.3W

Submission = AJ_’ L #8—— ShuntlDO  0.5W (25%) 1W (30%)
S EREHE T naW W
Global bias I
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* Commercial CMOS Image Sensors offer possible dramatic
decrease in costs (Monolithic Active Pixel Sensors)

e MAPS can deliver very low power consumption at low R/O
speeds, possibly <100mW/cm? i.e. simple water cooling

% %y MAPS HV/IHR-CMOS Detectors

4‘;.

UNIVERSITYOF

Beam pipe *‘.‘:5
s

o
B

Ultra low material budget (cf ALICE ITS upgrade: <0.5% for inner

of the ALICE inner
tracking system

NWELL NMOS
DIODE TRANSISTOR

PMOS
TRANSISTOR

layers, <1% for outer layers)

But these devices limited in speed and radiation hardness = P essueis reenin

- Pixel electronics based on CSA

Current and proposed MAPS for heavy ion experiments c.".,';ﬂ:%%‘% Brerbord el

Glue

(___ pwew

NWELL

BIRMINGHAM

TDR for the upgrade

CERN-LHCC-2013-024

DEEP PWELL

integration time up to 4us (noise, electron diffusion) Tarsrie? ﬁ ﬁ summig ine i

radiation resistance up to few 10" n_,cm

* Major developments in HV/HR-CMOS - deep depletion -
region with charge collection by drift not diffusion - huge % - e
improvements in collection speed and radiation hardness ! ..

* Can either incorporate aspects of the analogue functionality

into the sensor and Simply glue to Width of charge collection region at 50% max - Re O A N E '-.9°

AMS180 after 1 x10% n, /em?

with jitter reduc‘norlm—

w/a jitter reduction

il 60?9
06514

L
)

]
L

Timing [25ns bins]

0.22

0.z Vb = 6V

0.04—

TJ Investigator irradiated up to 10*° n.

i

fem?

the FE ASIC developed for the g to0 Praiminaryl < e Siwe | ATLAS, ALICE P o s s e 1S
hybrid pixel solution or go full £ 100~ | ' and RD50 ' o o
monolithic > DMAPS 80~ oo, || o =106ms

60— - 0.08 > 278 ns @ 10 n,_, /em?

* Results on both approaches show ,, e
very promising radiation hardness z0{#= 7% e

mean charge [e ]

Ful sj'mb noBP - 25 ns shaping
Empw gyrmb BF'

: 20 40 GU 80 1IJD 120 140 160 180 200

20 a0 s 80 100
equivalent fluence [10 nfem?]

0.02) | L,

£

LFoundry irradiated up to 8-10%° nmicm Bias voltage (V) Neutron Irradiation
11/23/2016 LHC Detector Upgrades
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High
Luminosity - racker rerrormance
LHC UNIVERSITYOF
BIRMINGHAM
b - tf events with 140 PU (®) and 200 PU (®)
§‘ 1'1§ ATLAS Simulation Preliminary -e-ITk Inclined ,CMS Simulation 14 Tov o7 EMS Simulation 14 Tey
© 1.05F i, truth p_>1 GeV, <u> = 200 o P e s F T T T 17 1T 71T %
[} - T & 08 = OB
= 1E- Vs=14TeV 2 0Bp B '
0.95E- e L e B e e e e B 3 08 '""tmaréventtl"acles ' -
’ F - .-.-...._._ .\E.-: ﬂﬁz_ """ = 04:_.“[:' M 1
09:_ - -.-'.' E{IE;— : : ; E :::::: :Iﬁ:hliuummn 140FU .
= o = E 5o 50 PU =
I _._-.- g @ Q4p & Fhaze | wihaout extension 140 PU m 03t :::::: ”mru ST
0.85F ¢ & . 0af Lt iR | E: | |
0.85" e 2 02F ---Ertharmnltracks - a % I | ;
F b _ P 70.0GeV, d <35cm = O
0.75F E AT FR OV TR PO B VL .
S SR R e | 4
0.7 n
0.65F _ )
- - tt events with 140 PU (el A) and 200 PU (em A
06 | | PR | i BRI BRI R
=4 -3 -2 -1 0 1 2 3 4 B 4 Tey | 14 Ta
n % = CMS Simulation = 8 % —-cms Slmulatlon """ '
g [[fiete, > 30Gev 2 C
= B imi —e—p.= e o | Ot2a (=
< - g.""?st. Preliminany o 0 aw 1 B Emns g
S 10 iImulation —— p, =100 GeV 4 § F :r:ls;ll"“ i
- E 1Tk Inclined 1 o [riem=ogs o
a E_‘Sjngle muons, u =0 “'E gm&_. =
15 = =
. —a— —a= B i m la<n<2-1 ]
= - *'ﬂ =8 Tt ; & 2depean
o B i oo~ I s i n?b-lgia‘frg.in;; L T T n?;_;i:la;f;'g .iln},;'
E ==—s— —a——= g .
i N s 1 Many more performance studies and
= - ki = — . i
102L - | physics benchmark sensitivity results
Ci 111 I I ) I - | 11 | 1 I I - | i1 1 1 I 11 1 1 I 111 1]
4T T T3, presented at the ECFA HL-LHC Workshop
true particle n
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& High

L& Lum|n05|ty
‘ J

DT/CSC: cope with increased bandwidth and high L1 rate

New forward muon detectors to improve trigger capabilities
to match the new environment and increase offline coverage

GEM GE1/1 & 2/1 enable muon ar
direction measurements

RPC RE3/1 & 4/1 improvey, | E
redundancy in far stations

n 0.1 0.2 03 04 05 08

677" 625 518

o7
528

09
443"

8 843" TAE Tt

measurements for tl’lgger extend - —
Coverage 'n:24 929 . Solenoid magnet

|| HeaL
2
i ECAL

ATLAS: improve barrel muon trigger

by installing 276 additional RPC chambers
in the inner barrel layer ¢ ATLAS ym)
- to close acceptance gaps T o lEsen ol muenchaes
and redundancy, in particular
- to compensate for potential ==

efficiency loss of existing RPCs Z “
by replacement of the 96 monitored ® &z
drift tube (MDT) chambers by
small-diameter sMDT drift tube
chambers

| silicon
tracker

RPCs

Gaseous Tracking Detectors

1
i c LUKA geomety v.3.7.0.0

to make space for the new RPCs

and increase tracking rate capability
11/23/2016

small wheel

LHC Detector Upgrades

20 z[m]

UNIVERSITYOF
BIRMINGHAM

Electronics upgrades maintain performance of existing detectors

Dose, 3000 fb™'

600

Dose [Gy]

=L ___I\'

200 400 600 800 1000 1200 1400
Z[cm]

HL-LHC background
5x rates and

6x total doses

with respect to LHC

16 228"
1.7 20.7°
18 188
19 1700

20 154°

21 1o

22 128"
23 ns

24 1047
25 947

30 57

40 21°
~ 50 orr
12 z (m)

ATLAS: improve endcap muon
tracking and trigger

New Small Wheels in the El layer
with high-resolution small-strip sTGC
trigger chambers and Micromegas
tracking detectors with increased
rate capability in LS2 (2019-20)

Extension of the EI sTGC trigger
chamber layer to larger radii in LS3

(2024-26) under consideration -



@& - Gaseous Tracking Detectors

Main R&D activities for ATLAS and CMS are for new
muon chambers in the forward directions. I
* Increase rate capabilities and radiation hardness | /|
* Improved resolution (online s\
trigger and offline analyses)
* Improved timing precision
(background rejection)

UNIVERSITYOF
BIRMINGHAM

Féblo Sauli

Technologies doi:10.1016/j.nima.2015 ~ 70w
* Gas Electron Multiplier (CMS forward GEM stack for ALICE TPC R/O.
chambers, ALICE TPC and current LHCb) Z‘:"%’fz . —
* MicroMegas and Thin Gap Chambers oo = 2 1_—;]‘;::
(TGCs) (ATLAS forward chambers) Gmac[l:: == - ] .
p M4 (S) = '
* Resistive Plate Chambers (RPCs) - low ::m £ ICE 2mm
resistivity glass for rate capability - multi-  swngbac| |
isi imi 41 tack to target lon backflow < 1%
e i i e asons oo
. '.|¥ \\ o CERN RD51 common
5””% W . migro-pattern gas Full scale ATLAS
: New Small Wheel

‘ ___g«_mfh detector R&D

MicroMegas

quadruplet

i completed and
| tested at CERN

Need to develop
/ commercial large-scale |
g . _—_—
MicroMegas Principle Production capabilities

11/23/2016 LHC Detector Upgrades §

@ Readout Strips
e Resistive Strips
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& .- Scintillating Fibre Tracking

UNIVERSITYOF

BIRMINGHAM
ogme ose (Gy) for
Large scale SciFi tracker for LHCb 500 i
400
SiPM readout “
3 stations of X-U-V-X scintillating — SiPM

location

fibre planes (<5° stereo). Every

lane is made of 5 layers E ol
; of 2.5 mlong < g F. =610 cm?
| & 0250 um fibres,. 200 F
fibre ends \ \ A
mirrored ; Pyl
-600

-400 -300 -200 -100 O 100 200 300 400
X(cm)
AL ‘\f\‘i ;_ 3 _‘_.\. A_AJ
- L ~
-

A)b

SiPM readout
2Xx~25m

4 layer proto mat

2X~3m

Challenges
= Large size — high precision
= 0(10,000 km) of fibres

= Operation of SiPM at -40°C

N
3 million (SCSF-78MJ TDR baseline) scintillating

r[Ll 2 =~10-20 pe
fibres with up to 30kGy non-uniform exposure _

(CERN/LHCC 2014-001) ' ch. #
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High . g{%
@ Calorimeter R&D En

UNIVERSITYOF
BIRMINGHAM

* Major upgrades of HL-LHC calorimeter electronics to stream all data off
detector at 40MHz to give ultimate trigger flexibility (GBT Ilnks)

* LAr excellent for radiation-hardness but granularity of 5=

— *TATLAS LAr
read-out not optimised for HL-LHC conditions / -

R

— ATLAS increased depth and segmentation (x10) inputs at Level-1 EE
Phase-l upgrade (better benefit from intrinsic spatial resolution) .= Ak

— Studied new sFCal with smaller LAr gaps and tube diameters, but '_
detailed benefit/risk assessment argued against this (despite benefits
of finer pitch and concerns about loss of highest n efficiencies) /

 ATLAS Tile Calorimeter: replace HV, FE and BE electronics atasTilecal -

Super- drawer =
* For other scintillator based systems, can have issues with light &z
yield and transparency (also for wavelength shifting fibres) after irradiation

— Crucial development is advanced commercial photo-detector technologies
with high sensitivity, radiation tolerance, high granularity and low cost

* Major challenge for particle flow in calorimeters (very high granularity
requirements over large areas) is cost optimisation plus need for extreme
radiation hardness of all components in forward directions

11/23/2016 LHC Detector Upgrades 30



High
Luminosity
LHC

CMS:

Simulation 50 GeV e-

10

Fraction of ECAL response

1
I
1
1
1
1
1
1
Z
235
[
i
2
2

UNIVERSITYOF
BIRMINGHAM

CMS need to replace ECAL and

351
A4
g
K&t
|
i
=4

HCAL end-cap calorimeters due

FEE

to radiation damage

0 2 4 & 8 10 17 M4 18
Liayar

—— 1017, BE+33 cms!
——— 005", 1E«34 o s

1000 fo”, BE£34 om s
———200u iy, SE+34 em s
3000 157, SE+34 emi®y’

50010, 2E+34 omi s

11/23/2016

AN

- Prototypes in test-beam

Predicted HCAL Endcap signal response
after 1000fb-' versus active layer and n

Fs—-ﬂm'-

||||||||

A
0y ||||||||

e e

s

up to 1015n/cm2 and several

Silicon pads to withstand doses

MGy

S ysfem Divided into three separafe pan‘s

<J! CMS PFA Upgrade High Granularity Calorimeter

Construction:

+  Hexagonal Si-sensors built into
maodules.

«  Modules with a W/Cu backing plate
and PCB readout hoard.

+  Modules mounted on copper cooling
plates to make wedge-shaped
cassettes.

+ (Cassettes inserted into absorber
structures at integration site (CERN)

Key parameters:

« 593 m? of silicon

» B0 ch, 0.5 or 1 cm? cell-size

= 21,660 modules (8" or 2x6” sensors)
« 92 000 front-end ASICS.

+  Power at end of life 115 kW.

EE — Silicon with tungsten absorber — 28 sampling layers — 25 X, (~1.3 A)
FH — Silicon with brass (now stainless steel) absorber — 12 sampling layers — 3.5 A

BH — Scintillator with brass absorber — 11 layers — 8.5 A
EE and FH are maintained at — 30°C. BH is at room tpmpe.rafum

e/y resolution ~20%/VE + < 1%

LHC Detector Upgrades

attenuation

Scintillator-based HCAL
with 30% of volime
replaced by finger tiles to
reduce optical path and
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- Particle ID and Timing

LH Cb RICH 15cm @k‘/pmmmtm __/F"WS‘HQ block
RICH radiator gas: e A
C4Fio CF, system needs

UNIVERSITYOF
BIRMINGHAM

LHCb Time Of internally

Quariz plate

R )
= ~ Gas d f DIRC (Detection of Internally h Reﬂected CHerenkOV
- .. photondefectors  UPErades Tor _ ' Reflected Cherenkov light) .
s | N (MaPMTs)|and F_)g [Jinn (TORCH) 15ps/track
3 10 K% \\\electronic. replaced. trlggerless e st Altem ™ “
3 “. '\ Aerogelremoved. e e Sl
< ‘\\ operation at ~30 detected \\ ‘ N
N higherrates: ™  photons/track * A o
\‘ \ ; == i // ; o S E
1 - T L=2x1033cm'zs'14.~..l.4 | \‘“ ) ‘ 4] [ —
Momentum (GeV/c) e T B Y / Cuartzpte
For 200 PU, depending on crossing scheme, HL-LHC can deliver
down to an event/mm and up to 1.45ns bunch crossing duration = Rewiremens: i
—> Use 20-30ps timing to better associate high p; objects to vertices - Rediation tlerance 0 10710 n/em?
s “a 20 ps resolution assumed for charged particles with pr > 1 GeV 8
“Sochusc CMS Simulation <u> = 50 e ’
::'rm;u‘:‘l“" g— ::Jm:::s‘:rir:lt:s\{eﬂines I | | : R D 5 O
e - 08| o 4D Reconstructed Vertices ]
Siﬁwdl vs Sipcua & 50 GeV 4 X, —}— 4D Tracks ]
c altt) 04— e ¢ =
= :ﬁec . * i’ @ ]
o e o2 bt { . | LowGain
Si 211 pm: A=0.38:0.01,C=0.009:0.001 = f 4‘ é. " ’ 1 il
o e aenco | o, } ;1‘ " ‘1* -U# | 1 Avalanche =2 =& |
10" 5i 285 um: toy pulse simulation - * F ‘jﬁ: + b "? . Detectors ‘ i%
—02f- - - 4
: it : | ——
- 4 ] o
-04 A e R
- e
SR 2 (om) IS
j02ideliver 20ps resolution ATLAS propose dedicated High Granularity SiW Timing| | Bl
for >20 MIPs - S/N > 50 e Detector in front of end-cap at z=3500mm, covering = .. | -
! 10 signal P 2.4<n<4.2 (650mm>r>110mm) 50um thick few mm?2 pads| 4| - T
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@ HL-LHC R/O and TDAQ =

UNIVERSITYOF
BIRMINGHAM

e Use of 65nm feature size ASICs for “10Gb/s electrical+optical links based on
custom devices on-detector (low mass, compact and radiation-hard)
* Also need ever more powerful and more complex FPGAs for data handling
* Where possible send digitized data off-detector for every bunch crossing (ie at
40MHz) leading to total bandwidths ~10° Gb/s
e LHCb full triggerless (40MHz) operation, all data shipped to data acquisition
e HL-LHC operation 6-8 x 10° interactions per second in 25ns bunch crossings
e ATLAS & CMS hardware (L1) trigger = maintain low trigger thresholds
— Track information for high momentum resolution - isolation - vertexing
-> can reduce rates of lepton triggers by a factor ~ 10 and help suppress pile-up jets
— ATLAS: either LO/L1 (could allow LO above T e
a MHz if needed) or LO only at 1MHz —T= "'
— CMS: ~750kHz L1 with tracking information ..., 5 -
— Increased L1 latency 10 - 30 ps o
— Improved algorithms e
— R&D on improved pattern recognition [
Associative Memories ASICs and advanced 1 3

FPGAs to achieve fast track fitting for L1

Trigger
output rate / latency

Level-0
" c

___Sc_heme

—_—

wez Muon/Calo LO defines

o regional tracker R/O
11/23/2016 LHC Detector Upgrades 33




@~ HL-LHC R/O and TDAQ =

UNIVERSITYOF
BIRMINGHAM

e Use of 65nm feature size ASICs for “10Gb/s electrical+optical links based on
custom devices on-detector (low mass, compact and radiation-hard)
* Also need ever more powerful and more complex FPGAs for data handling
* Where possible send digitized data off-detector for every bunch crossing (ie at
40MHz) leading to total bandwidths ~10° Gb/s
e LHCb full triggerless (40MHz) operation, all data shipped to data acquisition
e HL-LHC operation 6-8 x 10° interactions per second in 25ns bunch crossings
e ATLAS & CMS hardware (L1) trigger = maintain low trigger thresholds
— Track information for high momentum resolution - isolation - vertexing
-> can reduce rates of lepton triggers by a factor ~ 10 and help suppress pile-up jets
— ATLAS: either LO/L1 (could allow LO above == a
a MHz if needed) or LO only at 1MHz

! L At=0 At=4ps
i Data f i iti Track fitting +
_} . — ata formatting ——3» Pattern recognition =) duplicate removal ?lput

tracks to

¢ Parallelization

. . . . L1 trigger
— CMS: ~750kHz L1 with traCk|ng information . Divide tracker in segments in ¢ / z "
» Time-muliiplexed systems -- process several BX simultaneously
IncreaSEd L1 Iat.ency 10 30 IJ.S * Different approaches to attack combinatorics & occupancies
e ImprOVEd algorlthms » Tracklet r(;>€1_d search algorithm ] / f{“”é‘j;'r’t‘;‘ii"::::mrdware
— R&D on improved pattern recognition e P —

» Hough transform with large time-

Associative Memories ASICs and advanced """ _
iy . : » Ass<:><::\zl1tl|ve memor f_(AI\/I) pattern __—
FPGAs to achieve fast track fitting for L1 rocognition (+ FPGA)

v Must fit within FPGA resources & latency

AM assisted

¥ Previous used (CDF & ATLAS FTK)
but lower rates + longer latency

¥ Requires custom ASICs

11/23/2016 LHC Detector Upgrades 34



High
Luminosity
LHC

HL-LHC R/O and TDAQ

UNIVERSITYOF
BIRMINGHAM

e LHCb full triggerless (40MHz) operation, all data shipped to data acquisition

Current

No ‘front-end’ trigger, Event rate to DAQ nominally 40 MHz

Readout LD Hardware
Supervisor Trigger

L0 electronics
LD Latency buffer

D>~

4us

L0 trigger

L0 derandomiser

Data link

L1 electronics
Input buffer Qutput buffer

Zem i GB Ethemat
MSUFPMEMF T o i

Upgrade

Readout
Supervisor
v

Front-end

Derandomising

buffer

Dt link

Rate-control

Input buffer QOutput buffer
formnﬂhu|>

Back-end

PCle |>

11/23/2016

*

wae-Buppng-ju

Data compression on Front-end
driven by link cost:

B Neod - 15,000 links (4.8 Gbit/s)

—

Combine slow & fast conftrols
(ECS & TFC) in duplex links

Simplex data links

. s Data
detector

Baseline choice for backend electronics is PCle format

LHC Detector Upgrades
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Transistor count

100,000,000 -

Internet Connectivity

- IMlicroelectronics Evolution

Microprocessor Transistor Counts 1971-2011 & Moore’s Law
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All these figures showed doubling times of < 2 years up to now. Some scalings will stop, but different
improvements conceivable. Can still hope for major detector improvements and enhanced TDAQ
plus computing capabilities. However, storage and CPU costs not expected to scale as fast as needed.
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@~ The Computing Challenge

The available transistors are used for adding new CPU cores
while keeping the clock frequency basically constant, thus
limiting the power consumption

UNIVERSITYOF
BIRMINGHAM

Intel CPU Trends

{ - Inted, Wikipecsa, K. O

Data estimates for 1st year of HL-LHC (PB) CPU Needs for ist Year of HLAHC [kHS06)

P

- B B E B EE E E E Z

WALICE mATLAS mCMS mLMCh

HALICE WATLAS WCMS WILHCb

pRr———
D ]
sae? A
oot

wn W im0 1. " s 109 oo 0

© 2009 Herb

Have to introduce parallelism raw Deried .
into applications to fully exploit Storage

A ; ; Raw 2016: 50 PB = 2027: 600 PB CPU
the continuing exponential CPU Derived (1 copy): 2015: 80 PB > 2027: 300 PR ¥60 from 2016

throughput gains

Some LHC software more than 20 years old

Technology at ~20%/year will bring x6-10 in 10-11 years

* Need to exploit modern hardware (many-

core, GPU, etc.) to boost performance => x10 above what is realistic to expect from technology with constant cost
* Need to modernize implementations

All these figures showed doubling times of < 2 years up to now. Some scalings will stop, but different
improvements conceivable. Can still hope for major detector improvements and enhanced TDAQ
plus computing capabilities. However, storage and CPU costs not expected to scale as fast as needed.
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The Computing Challenge

HL-LHC basellne resource needs
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. Possible TDR Layout
\\’%"/) CPU neads (kHS06)
v.« 120000

100,00 = Data Reprocessing
AL Recorincion

=={Plnead

R R

Year

*Reconstruction time dominates
CPU consumption at HL-LHC

* Optimised detector layout can
significantly reduce this

*Needs to become a factor in
detector design

All these figures showed doubling times of < 2 years up to now. Some scalings will stop, but different
improvements conceivable. Can still hope for major detector improvements and enhanced TDAQ
plus computing capabilities. However, storage and CPU costs not expected to scale as fast as needed.
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 Many new results on performance and physics reach presented at
ECFA HL-LHC (https://indico.cern.ch/event/524795/timetable/) for
which there has not been time to present, nor the latest accelerator
developments, interface to detectors and experiment schedules

e For lack of time, progress on Phase-l upgrade preparation has
largely been omitted but this represents a huge international effort

 Failed to do justice to many aspects of detector R&D, along with
developments in electronics, data acquisition, monitoring,
alignment, global engineering, radiation protection ...

* Focus has been mainly on areas with more direct contact so many
apologies also for omissions and, in particular, any errors

* Progress with detector technology is in general keeping pace with
the requirements from the machine schedule but resources are an
Issue despite good coordination of efforts between experiments

e Sizeable and highly dedicated community engaged in detector R&D
for upgrade of LHC experiments for the challenges of the HL-LHC
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BACK-UP
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Luminous Region

> Complex set of machine parameters define luminous
region (B*, bunch length, crossing angle, etc.)
> Experiments just see spatial and temporal distribution
and the evolution within fill
> Transverse distribution not a concern as is small

> Most detectors blind to
- LUITIIHDUS I'E-%]IOI’I examples
spread in time (<1ns), =49 ~ Nomnal 00 Mz

but precision timing - - -
detector under 2 00 00 0.0
evaluation 0.6 0.6 0.6
. . -1.2 -1.2 -1.2
> Primary concern is I O o
pile-up density in z R 06 06
(events per mm)and £ oo 00 0.0
. 0.6 0.6 -0.6
overall p_|Ie—up Ievell . 1 s

® Note |um|n0us reglon 20 10 0 10 20 20 -10 0 10 20 20 -10 0 10 20

Zlem] Z lcm] Zlem]

Is not always Gaussian

I
S h a p ed 0 2000 4000 6000  BODO 10000 12000 14000 16000

events/m®



@:--- Phase-ll Tracker Upgrade (ITk)

LHC -
UNIVERSITYOF

BIRMINGHAM

New All Silicon Inner Detector

Recent baseline change from 5 paired strip layers (paired for 40mrad stereo) plus 4 pixel layers
to 5 pixel and 4 strip layers (barrel) with 345mm radius boundary between the two systems.
-> Large area of pixel system particularly at high radii where radiation levels are less extreme.

Ly} | T | T T 1 [ T r 1] T T T L L L L L L [ T 1 T T |_ Ly} | T | T L '| """"" T T L L L L L L [ T 1 T T |_

E 1400-ATLAS lTk Sfmufanon — E 1400 —-ATLAS ITk Sfmufanon —

E | STEP1 Layout concept: Extended 3.2 a E | STEP1 Layout concept: Extended 4.0 B

1200:_ n=-1.0 n=0.0 n=1.0 _: 1200:_ n=-1.0 n=0.0 n=1.0 _:

1000__ | \\ .rl/r \ ] 1000__ \\ .rl/r . ]
Lad | r \ / N Lod | g \ / B

800— n i':z [ | | h / [ | Tl 2'0_ 800— n F:z [ | || Y / [ | T‘I/# 2'0_
\\.\. | I A / I 1 I ,"/ | I\\.\ | | If A / I 1 I A ’ }

B | [ ™ L A / R I R _ L | | ™ | ' / X I N | _

600— : | I\\ . ! |' Y ,._f ! E :/./T : ‘ — 600— | :\\ § | l[: \ f_;( ! : f/./f | | ]

E N D A d B E N L W3

400;'='Ir3'f l.l lll X Il kl | Nll_\s._ / II,M’/l/TI li |.| | |I| |I| ;”fSE 400:_" Irsf |.| |I| X I| :. | r\m_\;,_ / II,M/I/TI |I o |I| |I| ;”fs'o__

T [ T T ™ i A— i

200 —11:-'4_; R H+|1IL|||||[]||!|E_,%z.|+|l||[1||llljll lrlt " |L o nl= e 200 _11=1|4_¢l Bt ||||1|H|LIL|||||[1||||L:_,%z.|+!l||[1|||||111|HII|||| T : 4.0
— SR rH—H-_ll_IIIIIIIIF IIIIIIIII_LLI-LH—H

_I ! | L _ _\___\‘- ::"!_'H?"A-J’_.'-:H'T"_] il - | Il I_ _I ! | Ll 1 = 1‘-‘" n = "‘-’i"_ - | Ll

0 3000 —2000 —1000 0 1000 2000 3000 0 -3000 —2000 —1000 0 1000 2000 3000
z [mm] z [mm]

Several layouts are under consideration including (not shown here) pixel layers with inclined
sensors. The main differences in the ATLAS Phase-Il Upgrade Scoping Document (CERN-LHCC-
2015-020 ; LHCC-G-166) were in terms of the n coverage of the tracker which relates to the
area of the pixel system ranging from ~13m?to ~16m?.
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ATLAS Muon Spectrometer

e About 1200 Monitored Drift Tube (MDT) precision tracking chambers with in total 140k drift tubes:
sense wire positioning accuracy of 20 um and chamber spatial resolution of 40 pm.

Track sagitta measurement in 3 detector layers.
Optical alignment system with 30 um sagitta correction accuracy.

¢ Combined with 600 RPC (double gas gaps, barrel BM, BO) and 3600 TGC (endcaps) trigger chambers
for L1 muon trigger, BCID and 2" coord.measurement (< 10 ns time and order cm spatial resolution).

High neutron and gamma background rates:
up to 400 Hz/cm? in El MDTs at LHC design luminosity.

About 7 x higher background rates expected at HL-LHC, as well as much increased muon trigger rate.

Hubert Kroha, MPI Munich ECFA HL-LHC Workshop 06.10.2016




Replacement of TGC chambers

TGC rate capability is sufficient for
HL-LHC

EOL

Two options under study.

1) from Lol, Scoping Doc.:
Replacement of inner ring of
“Big Wheel” with TGCs (sTGCs)

with Improved spatial resolution

— TGCs

Main goal is improve trigger
selectivity in forward region.
From latest studies it may
hot be necessary

Larged]  <TGCs
Lagger

2) EIL4 chambers,
1<|n|<1.3 only on “large” ¢ sectors.
Currently only one TGC doublet, with coarse resolution in trigger readout:
Trigger with weak inner-plane coincidence.
Proposal to replace with triplet with better granularity to improve the trigger selectivity.

Would bring to same level of fake rejection as in NSW and in “small” sectors (BIS78).
23




@ CMS: Strip-Pixel Module

High pT
information

UNIVERSITYOF
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10 12 14 16
T - . Data Readout block diagram of SSA + MPA

I I 7 Y A T s TN AL R e e A0 T R it = o A T

I I ||" "“ "" I I |20 E SSA 1 | MPA @ Bunch crossing frequency (40 MHz):
[ Il Il [ | 24 -

s oW i i (26 / ::;::mrsu Readout :
| I II" II“ II“ | I 28 i
oWy i iy Cao “stub” |
I i I I I T | T @ L1 trigger rate (1 MHz)"
, | | | 40 Conceptforondetector 1 '
R selective data readout I |
1500 2000 2500 B 2o n SRAM :\_ﬂ ! | __\,y AH frack? :
Pixels - Macro-Pixel/Strip & Strip/Strip Binary " damaon 1
Readout :
]
1
]
]
]
]

Pixel + Strip module exploded view

PS module is fully integrate entity
ShortStripASIC x 8

Concentrator IC (CIC)
et eggregater Could the functionality of these
modules benefit from CMOS
technology to replace the macro-

pixel layers?

LP-GBT and VTRx+
Data transmission through the optical link

11
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" RADIATION STUDIES FE-CHIPS

ABC130 Digital Current versus Total lonising Dose
——— ® Studies at various facilities with different

o

' 4 \E'ﬁ: . dose types, rates and environmental
: | o~ -

1 3 iy =

— conditions with FE-chip ABC130.
® |Increase in noise up to ~10 MRad

® Small O(1%) decrease in gain
recovering at high doses

@ Current peak induced by TID at 1TMRad

® Effect depending on dose rate and
temperature.

Source T(C) | Current Dose Rate

| MRad/h) : :
;:CEEE (e Load on cooling/power at large object

level have been calculated.

Improved design of front-end chip to
reduce impact of total ionising dose.

Mitigate impact of increased current by
designing powering and cooling
appropriately.

Ingrid-Maria Gregor - ATLAS ITk Strips R&D 10



"RADIATION STUDIES FE-CHIPS

ABC130 Digital Current versus Tolal lonising Dose
| = ® Studies at various facilities with different

L — dose types, rates and environmental
/ S _,/'”‘ = ] conditions with FE-chip ABC130.
' ® Increase in noise up to ~10 MRad

® Small O(1%) decrease in gain
recovering at high doses

/M " @ Current peak induced by TID at 1MRad

sy ® Effect depending on dose rate and
temperature.

Digitnd Cumant [Yuntresse]
IE g| T ﬁ .gu

El|

Load on cooling/power at large object
level have been calculated.

2.3 kRad/ hr

[
= =]
TTTT T T TT 1T

[
TTTTTTITTITT

Improved design of front-end chip to
reduce impact of total ionising dose.

b
n

Mitigate impact of increased current by
designing powering and cooling
appropriately.

Increase in Didital Current (factor)

=
T

TID rate kRad'hr

Ingrid-Maria Gregor - ATLAS ITk Strips R&D 10



irradiation

TID CURRENT INCREASE

Surface effects: Generation of charge traps due to
Ionizing energy loss (Total ionising dose, TID)
(main problem for electronics).

The leakage current is the sum of different
mechanisms involving:

® the creation/trapping of charge (by radiation)
® its passivation/de-trapping (by thermal excitatic
These phenomena are dose rate and

temperature dependent!

Charge trapped in the STl oxide
® +Qcharge

Irradiation

® Fast creation

® Annealing already at Tam

Interface states at STI-Silicon interface
® -Qfor NMOS, +Q for PMOS

® Slow creation

® Annealing starts at 80-100C

STI = shallow trench interface

Ingrid-Maria Gregor - ATLAS ITk Strips R&D 25



g0 RDS3 (65nm ASIC) Status

o LHC
UNIVERSITYOF

Radiation hardness issues BIRMINGHAM
The charge trapped in the lateral STl can also influence the characteristics

in 130nm and 65nm CMOS : : . oy
of the main transistor - more evidently if it is narrow.
AC ES 2016 This has been called Radiation Induced Narrow Channel Effect (RINCE)

“RINCE" introduced at NSREC 2005 (F.Faccio and G.Cervelli, “Radiation induced edge effects in deep submicron
CMOS transistors”, IEEE Trans Nucl Science, Vol.52, N.6, Dec2005, pp.2413-2420)

F.Faccio
CERN - EP/ESE
.. and current consumption in the ATLAS IBL in the experiment during data acquisition Example: apparent Vth shift in NMOS and PMOS transistors of different W, Tech. A
E"’"IIII|IIIIII|IIIIII|IIIIII|IIIIII|IIIIII|IIIIII|I
2E-  ATLAS Pl Frodminary NMOS PMOS
E 28 EL Stawn 4, Moduks Consol Grous AZ o= u--.i v e 01
| B g Dy
& 5 . il / —a—10_1
I% é -aoa \ \\* e / D050 1= G = 10_10
S : = =
ey = ek - — < -
E E -anen - - ad = Er—rEyTEY § nesn
3 : a = e -
ES E \ v e IB_B12 Lo20
120 ::_—35?:2 -
1 3 ﬂ nm :: ~ e ;Dﬁ!D 0000
iEas 15405 Tli].s:—-d) 12408 anneaing o020
2 Technologies available for ASIC design - S -
* The present streamline is recommended for all new designs, it appears good for the
ta rEEtEd TID levels RISCE: Short channel PMOS are more damaged than NMOS
Damage occurs also in ELT transistors, hence it can not be due to the 5T1 oxide
65nm
NMOS PMOS

Short and narrow channel radiation-induced effects are strong (RINCE, RISCE).
These are complex and make the choice of a qualification procedure and of
appropriate design margins difficult, in particular for digital design

all processes

Radiation tolerance varies in different Fabs, and can change over time. We have to:

* only qualify and use one Fab In some of the results above we can see analogies with the phenomenology observed in
* monitor regularly the natural radiation tolerance bipolar technologies subject to ELDRS (Enhanced Low Dose Rate Sensitivity)

+ carefully qualify each ASIC during the prototyping and production phases

11/23/2016 LHC Detector Upgrades 49



The main parameters extracted from the measurements are:
- Drive current (lon)

- Threshold voltage (Vi)

- Transconductance (Gn)

- Leakage current

Pre-Rad |[i*
5 2Mrad e
{—580 Mrad [
| 100 Mrad
o| =300 Mrad
7 — 500 Mrad |
’ 700 Mrad 2
1Grad -

Leakage at |Vgs|= 0V,
[Wils|=d oy s
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Test ROCs for R&D

ROC4Sens

155x160 pixels

£
Pixel Size | Tech ‘ Rad hard Available *
(pm?) nology ?
ROC4Sens 50x50 250 nm 5 MGy end-2016 SRR TR
(IBM)
FCP130 30x100 130 nm 5 MGy end-2016
(GF)
RD53A 50x50 65 nm Up to 10 mid-20177
MGy
“Fallback™

Pixel Size | Tech Available?

(pm?) nology

PSl46dig  100x150 250 nm 1.1 MGy  In hand
(IBM)

Fig. B Layoud of 80 pm = S0 ppm pine cells semoomded by lagger colls by
be compatible with the Py madoi chip,

J. Thom-Levy  October 5th ., 2016 ECFA High Lumi LHC Experiments Pixel Detector R&D 19




N

w(--m Yearly Report 2014 by Europractice

Statistics in CMOS technology use in Europe over the years. Where is the market going?

250
B2003 2004 W2005 2006 M2011 W 2013
M2007 W2008 M2009 M2010 M2012 W20y
200
150 - ] :
‘ CERN choice Uphi’(';ﬂhf(;ﬁ;
00 for Lo [CERN choicel
l | for H-LHC |
50 - )
. ' m L
MEMS o.8...0.51 0.35U 0.250 0.8..0.450  0.13U gQonm ésnm sonm

(eometry mix



L
DATA TRANSMISSION ON Bus TAPE

® Bus tapes (Up to 140 Cm) prDVidE: Tracks AC Ground Tracks

] [l [] |

® all the low and high voltage from ey
the end of structure to the module

® all the high speed data links Shield
Designed to have very high reliability and minimum material.
@ Bottom shield is necessary to avoid influence of carbon fiber facing

1MHz readout specification requires
® 640 Mbps for data transmission point to point

@ 160 Mbps transmission of TTC data on ,,f TP ¥/
multi-drop lines i \ 'ﬁo’»@g‘m{ﬁ‘i‘l

.: \
Point to point data transmission: w “
® Tape bandwidth in excess of the required oy 1 ;
640 Mbps. The transmission robustness can be J’L\ Jmm JAM‘ l“

further enhanced by using 8/10b encoding.
TTC multidrop:
® Even with reflections from 10 hybrid loads the
transmission works well at 160 Mbps EEZEEQJEE‘DS‘.’,EQF;?{TQEH ﬁggﬁ“’gﬁ”‘ o

® No errors in all tests with x2 load values, or x2 speed, double the capacitive loads
or both.

Ingrid-Maria Gregor - ATLAS ITk Strips R&D 16



Challenges with tracking @ L1

» Expected HL-LHC conditions

» 40 MHz BX frequency, <PU> = 200
» ~33 charged particles from minbias @ 14 TeV

= 6600 charged particles / BX

» ~200 tracks with pt > 2 GeV per event

=

Probability (%) / 0.2 GeV

* Combinatorics = 15-20K input stubs / BX

» Data volumes = up to ~50 Thits/s
* L1 trigger decision within 12.5 ps = time available for track finding ~4 ps

Transmission of

L1 track finding |

Track + calo/muon correlator,

% 1"z 3 a 5 8 7 8 98 10

pr distribution for
minbias tracks

2.7% above 2 GeV
0.8% above 3 GeV

pr (GeV)

Send L1 accept
to detector

data off detector track isolation, vertexing, ...
[ | \ 1 '/ 1 ‘L | | / ] >
"{ps' 4 ps ' 6 s “1ps’
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ATLAS Pixels: Planar Sensor
Solution

FE chip Sta

o Sl Gl Sl Gl Sl Sl S N N N N s

ATLAS is studying all variants of HV/HR-CMOS
for possible replacement of its tracking layers,
particularly at intermediate radii where there is
more area to cover, but radiation is less of an
iIssue. Largest current pixel cost component is
the bump-bonding.

For strips, the planar sensor with 4 rows of

2.45cm strips at 80um pitch could be replaced by
a CMOS sensor which encodes the z position but
then is still connected to a modified version of the

current development strip ASIC
11/23/2016

Possible CMOS Tracking for the ITk

Charge collection
by diffusion =
slow and prone

induced trapping

Smart pixel approach:

developed for passive

LHC Detector Upgrades

UNIVERSITYOF

NMOS PMOS

NWELL
DIODE

TRANSISTOR / TRANSISTOR

i) W

PWELL NWELL

ndard MAPS:

DEEP PWELL

~~~~~~

to radiation

Epitaxial Layer P-

Hybrid Pixels with “smart” diodes

— HR- or HV-CMQOS as a sensor (8")
— Standard FE chip

— Ex: CCPD on FE-I4

b

Diode +

ream|
P P Wafer to wafer

bonding

D- {1

FE chip

CMOS Active Sensor + Digital R/O chip ]

— HR-or HV-CMOS sensor + CSA
(+Discriminator)

— Dedicated “digital only” FE chip

Monolithic Active Pixel Sensor n a
mmmmls)

— HR-CMOS process

>

Diode + full

analog yyaor o water
processing

{1

Digital only FE chip

bonding

o100

Diode + Amp + Digital

Pixel readout chip (FE-chip)
-~ Plxel electronics based on CSA

Coupling
eepelmunce Bumnp-bond pad

Glue

= L

33x 125 pm

reuses circuitry

pixel sensor read-out
but still needs new
chip submissions and
hybridisation step

Pixel CMOS sensor
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& .-~ CMS Phase-ll Calorimeter

LHC L by UNIVERSITYOF
.1 CMS ECAL BIRMINGHAM
v e — ]
: \ New Endcap
ﬁ ‘ Calorimeters
o' E -
;-.:"1 - Simulation | 555 « Radiation tolerant
O | 50 GeV e- . H|gh granularity
oo
=] — 1, 5E+33 cm?s!
510‘25_ —_— 1;3::': f;gi cm?s!
[ =— !, 2E+34 cm’g”!
.‘E I 1233 ::", ::+g: em?s!
m [ | —2000fb", 5E434 cm’s”
u‘: 3000 fb', 5E+34 cm’s™!
103;5| — é — |2_5 3PredictedHCALEndcapsignaI'response

after 1000fb-' versus active layer and n

CMS need to replace ECAL and HCAL end-cap
calorimeters due to radiation damage

CMS scintillator-based HCAL
with 30% of volume replaced
by finger tiles to reduce
optical path and attenuation

Existing tile dssign New tile design

556
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@i~ Si-HGC Event Displays

UNIVERSITYOF
BIRMINGHAM
| Dota recorded: Thu Jan 1 01:00:00 1970 CEST ‘i Si-HGC extends Tracking into Calorimeter
Run/Event: 1/1
Event. 1 n
Lumi section: 1
. . :
—__ [paticieFiow2, Event | . Provides good cluster energy resolution,
el _‘ﬁ‘-mﬁ very detailed topological information
pL=1670 ||eta=177 1 [ .

Seint phi=-0.311 and excellent two-particle cluster resOlving power
TS Ideally suited for Particle Flow reconstruction
"p‘l“-uﬁ in a high particle density environment

ela=1

phi =-0.318

relval 12232
Wijet_Pt_80_120_14TeV
' gmmchs v YA,

pdg = 22

pl=41.06
eta = 1.744
phi = -0.326

[genParticle 0,
g =211
S
phi=0317 | “**,

masgeilp-mannelli@cern.ch T

LHC Detector Upgrades



High

wmey LG /CLIC-like HGCAL

Reminder of the CALICE ECAL concept

CALICE ECAL module (barrel
e i (;"e} = Half of the tungsten plates is incorporated into

structure a self-supporting alveolar composite structure (carbon)

UNIVERSITYOF
BIRMINGHAM

Composite part with
metallic inseris
{15 mm thick)

Thicknessa Tmm

Composite
{15 mm thick)

Heat sl
(copper)

PRSP (B 1200 ym N
el (with FE embedded) |

B Kopion fim: 100m. g od structure”  Slide inside each cell.

d: 100-+400 pm

.‘The other half of the W plates in supports
(H-shaped structure)

6.8 mm

[E‘,%EFz%Ué)-mannd|'@Cem-Ch LHC Detector Upgrades 58



¢ High

9.~ |LC /CLIC-like HGCAL

Adaptation to CMS Endcaps

UNIVERSITYOF
BIRMINGHAM

From:

structure

Si Wafers

EE‘/%EFz%Ué)-manne”'@cem-Ch LHC Detector Upgrades 59



) e
High
Luminosity p "
@L”C ILC-like structure for FCC-HGC e

Adaptation to CMS Endcaps

From:

Big Differences include
« Power consumption, cooling, & Data rates

e Radiation and -30°C operating temperature
— Thermal enclosure & services feed-troughs

* Profit from synergy with Tracker R&D
— Sensors, cold operation & CO, cooling, Power & Read-Out

11/23/2016 LHC Detector Upgrades 60



@ Power consumption, cooling & =3
data rates - CMS study

Readout Chip tir gap Cu
\ \ f ]"._ Power ranges from ~ 100W/m? in Barrel
ﬁ (300um thick sensors and 1cm? cell size)
Up to ~ 250W/m? in End-Cap
(100um thick sensors and 0.5cm? cell size)
% Operate Silicon at -30C° (-35C° if possible)
; ; ;'

Printed % Sensors 51:|I1I=:s Stee|

Circuit Board I:.‘unlfnsp'.:.:
Exploit low cell occupancy and steeply —

falling energy spectrum, with simple @ . o 328Gbm
data compression algorithm
CMS: from 1~2Gbps/Module up to

~8Gbps/Module in End-Cap;
Dominated by L1 Trigger data

Expect ~ *2 at FCC

: 61
![E‘,%Pz%ﬁ'é’-mannd|'@Cem-Ch LHC Detector Upgrades 61



CERN

=7 4
7

Input parameters, assumptions, disclaimers

Simple model based on today’s computing models, but with expected HL-LHC

operating parameters

ATLAS Input Parameters at HL-LHC

(LOI = the ATLAS Letter of Intent for

CMS Input Parameters at HL-LHC

Upgrade Phase-2)

Output HLT rate 7.5 kHz

Output HLT rate: 10kHz (5 to 10 kHZ in LOI) L JEDIRSRErTL 5 e 220l

Reco and Simul Time/Evt: from LOI
Nr Events MC / Nr Events Data =2
Fast Simulation: 50% of MC events
LHC live seconds /year: 5.5M

L ATLAS

JTEXPERIMENT

Dataset overlap factor: 1.2
Reco and Simul Time at mu=200

Nr Events MC / Nr Events Data=1.3
Analysis estimated as +60% of all other CPU usage

Simplified Computing Model with respect to
2016/2017 resource requests:

Legacy from previous years not taken into account
=> Little difference at the beginning of the Run-4 but huge
difference for Run-2 and Run-3

Simone.Campana@cern.ch - ECFA2016 3/10/2016




overview

* Motivation:

» Phase Il trigger latency will be
longer (>x4), current system cannot
buffer enough data.

I~
0

Phase-||

* “Free-running” mode : data will be
shipped to BE at 40 MHz

* Current readout system limited to
100kHz, but 1-4MHz needed by L1/
LO.

unchanged
from
Phase-|

» Radiation tolerance need factor of
~3 Improvement

* Phase | (2019/20): x10 finer granularity
super-cells, 40MHz to LO trigger.

* will remain unchanged.

J. Benitez (U lowa) 4



?’ Upgrade of LAr Calorimeter Electronics

« LAr readout system requires upgrade for HL-LHC because:

» current analog pipeline on front-end is not compatible with x4 longer LO trigger

latency of 10 us

 front-end and back-end systems are limited to 100 kHz readout - much less than

foreseen LO accept rate of 1-4 MHz
» radiation tolerance requirements increase by factor 3

* Phase-Ill upgrade (LS3, 2024-26):
« free-running 40 MHz readout =%
of all LAr calorimeter cells .=
+ input to higher trigger
levels/DAQ
 off-detector long-latency data

wren [l | LI B

buffering

* Phase-| upgrade (LS2, 2019/20):
» super-cell readout readout

» X10 better granularity to first

hardware trigger level than today

* 40 MHz input to future LO trigger

ATLAS LAr Electronics Optimization and High-Granularity Forward Calorimetry
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HL-LHC ATLAS Target Menu:
Lepton triggers

Assumes Instantaneous Luminosities up to 7.5 10
Analysis Thresholds in GeV, Rates in kHz

Description | Run 1 HL-LHC L0 Rate | EF Rate
Threshold | Threshold

isolated e 20-25 2.20
di-electron 17.17 15, 15 90 0.08
torward e - 35 40 0.23
single y 40-60 120 66 0.27
di-photon 25, 25 25,25 8 0.18
single u 25 20 40 2.20
di-muon 12,12 11, 11 20 0.25
e-u 17,6 15, 15 65 0.08
T 100 150 20 0.13
di-tau 40,30 40, 30 200 0.08
E ®14

Total non-hadronic LO rate: ~750 kHz, EF rate: 5.7 kHz



HL-LHC ATLAS Target Menu:
Hadronic triggers

Assumes Instantaneous Luminosities up to 7.5 10°*
Analysis Thresholds in GeV, Rates in kHz

Description Run 1 HL-LHC | LO Rate
Threshold | Threshold

single jet 0.6

large-R jet - 375 35 0.35 assumes b-tagging

four jet 05 4x75 o0 0.50

forward jets - 180 30 030 includes multjet
-——" +inv mass triggers

HT = 500 60 0.60

MET 120 200 50 0.50

JET + MET 150, 120 140, 125 60 0.30

Total hadronic LO Rate: ~250 kHz, EF Rate: 3.15 kHz

750 kHz (leptonic) + 250 kHz (hadronic) = 1000 kHz ook



¥ATLAS A High-Granularity sFCal )

+ smaller LAr gaps: approx 100 uym for FCal1 ' E E E
— proven to work in HiLum testbeam

* no summing of channel groups in FCal1

— X4 higher granularity in FCal1 at 3.2 <|n| <4.3

FCaI 100 Hm :

Putse Height, ADC/predon

E Critical InLe:nmbg.- > 1 uw1q""

NIMAEEEE{EDE) A7

— improved pile-up suppression in particular in T

combination with ITk tracker extension to high |n| T w i T

Baam Intensity, protons's

simulated single jet in FCaH simulated single jet in sFCal1
= R = = N =
= 1] = (.08 1]
= = 5 - , =
% %  0.06
= 1?8 5 O F | -
= 2 = o004 - =
8 T - T
— ° T 00 o
10 2 " 40 B
= 51 I_a%-'lf =
002 g
’ 0.04 R 3 1
006
1 -0.08 i 1
5.05-0.06-0.04-0.02 0 002004006008 10 -0.08-0.06-0.04-0.02 0 0.02 0.04 0.06 0.08 10
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ATLAS LAr Electronics Optimization and High-Granularity Forward Calorimetry 10



	LHC Detector Upgrades��10th Annual Meeting of the Helmholtz Alliance "Physics at the Terascale"��Phil Allport�
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	 ATLAS: Phase-II Upgrades
	 CMS: Phase-II Upgrades
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Tracking Technologies
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Hadron Collider Hybrid Pixels
	Slide Number 23
	ATLAS and CMS Pixel Read-out
	Slide Number 25
	Slide Number 26
	Gaseous Tracking Detectors 
	Gaseous Tracking Detectors 
	Scintillating Fibre Tracking   �	
	Calorimeter R&D
	CMS: Forward Calorimeter
	Particle ID and Timing 
	HL-LHC R/O and TDAQ
	HL-LHC R/O and TDAQ
	HL-LHC R/O and TDAQ
	Slide Number 36
	Slide Number 37
	Slide Number 38
	Conclusions
	Back-up
	Slide Number 41
	Slide Number 42
	Slide Number 43
	Slide Number 44
	  CMS:  Strip-Pixel Module 
	Slide Number 46
	Slide Number 47
	Slide Number 48
	RD53 (65nm ASIC) Status
	Slide Number 50
	Slide Number 51
	Slide Number 52
	Slide Number 53
	Slide Number 54
	Slide Number 55
	CMS Phase-II Calorimeter
	Si-HGC Event Displays
	ILC /CLIC-like HGCAL
	ILC /CLIC-like HGCAL
	ILC-like structure for FCC-HGC
	Power consumption, cooling & data rates - CMS study
	Slide Number 62
	Slide Number 63
	Slide Number 64
	Slide Number 65
	Slide Number 66
	Slide Number 67

