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INFLATION IN THE PRESENCE OF MANY FIELDS

SUPERHORIZON EVOLUTION OF OBSERVABLES 

NON-GAUSSIANITY

Local type, but for most models not observable

Massive modes: quasi-single field effects and particle production

Account for interference effects at horizon exit

Compute observables beyond horizon exit
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Minkowski limit horizon exit



EMERGENCE IN COMPLEX POTENTIALS



�̃a ⌘ �a/⇤h Figure 1. By gluing nearby coordinate charts together, a potential along a path � can be

defined.

sensitive to the unexplored regions, so statistical properties of inflation in an ensemble

of potentials can be deduced by characterizing the potential along trajectories.

A novel, local approach to random potentials

In this paper, we will present a new way of defining random functions locally around a

path in field space: for a given path � in field space,2 we first specify the values of the

potential V , gradient V 0, and Hessian matrix V 00 ⌘ H at a point p0 2 �. The values of

the potential and the gradient vector at a nearby point p1 2 � that is separated from

p0 by a small path length �s may then be obtained to leading order in Taylor expansion

from the (known) values of the potential and its first and second derivatives at p0. The

key element of our proposal is to specify the Hessian matrix at p1 by adding a random

matrix to the Hessian at p0,

H(p1) = H(p0) + �H , (1.1)

where we have yet to define the statistical distribution of the random symmetric matrix

�H. By repeating this process along the entire path, we obtain a random function

defined in the vicinity of �. In the �s ! 0 limit, one obtains a continuous description

of the evolution of the Hessian.
2We will discuss the restrictions on � in §3.1: in particular, it must not self-intersect.
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One could construct many di↵erent classes of potentials by modifying the rule (3.5)

governing the evolution of the Hessian.

Figure 4. The random potentials presented in this paper exhibit non-trivial structure on

scales larger than a few ⇤h, as is illustrated above for N = 2 and a path length of 4⇤h. For

illustration purposes we have exaggerated the separation between subsequent charts, though a

smaller separation will be used in §4 to ensure a good approximation to the smooth evolution

of the eigenvalues of the Hessian.

Because our method defines the potential in a semi-local as opposed to global

fashion, it has some obvious drawbacks. First of all, as the random potential is defined

as a sequence of quadratic approximations in a string of coordinate patches, the global

structure of the potential far from the generating path is not readily available with

this method. Constraints on the structure of the potential from e.g. Morse theory are

therefore not immediately applicable to these potentials.

Furthermore, the path length along a curve � does not always give a good measure

of distance in field space. In particular, self-intersecting trajectories will generally not

give rise to single-valued potentials. For trajectories that are nearly self-intersecting —

which is not uncommon for low-dimensional field spaces, but is extremely rare at large

N — a more careful analysis is required.
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Nf = 50

SMOOTHER AND MORE PREDICTIVE SPECTRA
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D-BRANE INFLATION

r
 

anti-D-brane D-brane

no successful inflation

V = V
Coulomb

+ V
mass

V
Coulomb

/ 1/r4 V
mass

/ r2



D-BRANE INFLATION

r
 

anti-D-brane D-brane

V = V
Coulomb

+ V
mass

+ V
bulk

V
bulk

/
X

LM

CLMr�(L)YLM ( )

stochastic Wilson 
coefficients

harmonic 
eigenfunction



SUMMARISING:

High energy physics suggests a complex picture for inflation. 

This complexity can have important phenomenological consequences, 
and certainly implies computational difficulties -- transport method. 

This complexity can give rise to emergent predictive behaviour, which 
can be explored using stochastic tools in model building.
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COMPLEX FIELD-SPACE METRICS: N-FLATION
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N-FLATION EXAMPLE

Kij Positive definite Wishart ensemble

-2 -1 0 1 2 1 2 3 4

Figure 1: The eigenvalue spectra for the Wigner ensemble (left panel), and the Wishart ensem-

ble with N = Q (right panel), from 103 trials with N = 200.

As a Wishart matrix is the Hermitian square of another matrix, it is necessarily positive

semidefinite. The joint probability density of a complex Wishart matrix is (cf. e.g. [10])

f(�
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� 1
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NX
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NX
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. (3.6)

In the Coulomb gas picture, the non-negativity of a Wishart matrix corresponds to the presence

of a hard wall at � = 0.

The eigenvalue distribution in the Wishart ensemble is given by the Marčenko-Pastur law

[19], which takes the form

⇢(�) =
1

2⇡N�

2

�

p
(4N�

2 � �)� , (3.7)

for the special case N = Q that will be relevant in our analysis, cf. Figure 1.

The probability density function of the smallest eigenvalue �

1

was first computed by Edel-

man [18], and for our purposes it su�ces to note that for N = Q and � = 1p
N
, its average

position h�
1

i scales as 1

N2 .

3.1.3 The Altland-Zirnbauer CI ensemble

The matrix M appearing in the critical point equation (2.4) has an eigenvalue spectrum that

is broadly reminiscent of the Wigner semicircle law, but the 2N eigenvalues of M come in

opposite-sign pairs ±�a, with 0  �

1

 . . .  �N . As observed in [2], matrices M of the form

(2.5) belong to the Altland-Zirnbauer CI ensemble [20]. For normally-distributed entries of M,

the joint probability density of the eigenvalues is
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SUPERHORIZON EVOLUTION OF OBSERVABLES 

ISOCURVATURE

NON-GAUSSIANITY

local type, but for most models not 
observable

massive modes: quasi-single field effects 
and particle production

also interference effects at horizon exit
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SMOOTHER AND MORE PREDICTIVE SPECTRA
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Significant superhorizon evolution of the primordial curvature 
perturbation, implying the presence of many active fields

horizon 
exit

end of 
inflation
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THE TRANSPORT METHOD

hin|⇣⇣|ini integrable form, nasty for numerics

time dependent divergences at large scales

⇣ = �N variational form, nasty for numerics

requires an initial condition at horizon exit

Minkowski limit horizon exit
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Figure 18. The dynamical behaviour of Verse 79856. The left plot shows the projection of the
trajectory across x, ✓1 and  . The top-right panel shows the trajectory in x, whereas the middle
and bottom panel show the superhorizon evolutions of P⇣⇣ and ns. Orange and yellow approximately
indicates before and after the inflection point, respectively.

turns distinguish this trajectory from single-field inflection-point inflation and, as discussed,
have consequences in the statistics of ⇣. In fact, it is possible to see in Fig. 18 — right middle
and bottom panels — that the values of P

⇣⇣

and n
s

undergo superhorizon evolution around
these turns in field space.

As in our previous analysis, the populations with red and blue spectral index could be
understood by the position of horizon crossing relative to the inflection point. In fact, it
is straightforward to see that whenever horizon exit occurs before the inflection point, the
spectral index is bigger than one. For the spectral index to be smaller than one, a dominant
negative ⌘ contribution is required, which implies horizon exit after the inflection point. The
latter is harder to achieve, which explains the small proportion of inflationary trajectories
with red tilt; a trajectory that gives rise to 55 e-folds in the yellow region needs to have a
much larger total number of e-folds. Roughly, one would expect it to give rise to at least twice
55. Indeed, this rough estimation is confirmed by Fig. 19, where the value of the spectral

– 37 –

Figure 16. Distributions for the amplitude of the power spectrum P⇣⇣ , left and scalar spectral index
ns, right.
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Figure 17. Plot of the values of ns versus r. The right panel greatly expands the vertical scale. The
orange lines indicate the 95% confidence limits using WMAP data.

Imposing observational constraints on the distributions, as can be seen in Fig. 17, ex-
cludes the majority of the trajectories. Almost all the realisations with red tilt are in accor-
dance with observational constraints, such that ⇠ 20% of the total sample is in agreement
with data. A further constraint is imposed by requiring the correct amplitude of the scalar
power spectrum, (2.5 ± 0.1) ⇥ 10�9 [6]. Combining all constraints we obtained only three
realisations in total concordance with observations in the full sample of 564 cases. As dis-
cussed in the original article, this is not a worrying result as the distribution of P

⇣⇣

does not
show a sharp peak.

As in our original computation, all trajectories are essentially of the same type —
inflection-point inflation. Most of the inflation occurs in a small sub-region of the conifold
(typically 0.02 < x < 0.09) in the vicinity of an inflection point in the radial direction.
Looking closely at one particular representative trajectory, Verse 79856, this is evident.

In the top right panel of Fig. 18, the trajectory in the radial coordinate is plotted in two
di↵erent colours to highlight the approximate position of the inflection-point – orange before
and yellow after it. The left panel shows the inflationary trajectory projected over three of
the six directions – radial, ✓

1

and  . The trajectory evolves from top to bottom and it is easy
to see that around the inflection point it undertakes turns in the angular directions. The
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