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2011 and 2012

The plot correspond 
to o(10) PB
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10 PB in a month
LHC July 2016

2016 LHC Run

Data archival at CERN 
(last 17 years)

2010 2012 2014 20162008
10 PB mark reached in 2008 (8 years)
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Make LHC computing possible
        Worldwide infrastructure (collaboration) open to all LHC physicists

        Computing/storage resources at CERN: ~ 20%; 80% across about 200 sites worldwide

  Data Reconstruction

        Goals: data quality and immediate access for analysis

          Organised activity dominated by heavy processing and replication (each expt: 1-8 GByte/s)

  Data Analysis
          Goals: extract physics quantities (discovery)

           Individual activities dominated by event selection and sharing (thousands of physicists)

  (Detector) simulation

LHC expts

CERN Batch (CPU)CERN Tape infrastructure

CERN Disk farms
FTS

FTS
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Worldwide LHC Computing Grid

Tier-0: 
data recording, 
reconstruction and 
distribution

Tier-1: permanent 
storage, re-
processing, analysis

Tier-2: Simulation, 
user analysis

~170 sites, 40 countries

~500k CPU cores

500 PB of storage

2+ million jobs/day

Multiple 10-100 Gb links

LCG:
Initial description: 2001
Tech. Design Report: 2005



February 15-16, 2017 Cremlin WP2 workshop 8

Table of Content
• Introduction

• Big data: LHC computing

• Collaborations
• Established ones

• EOS

• Starting…
• CERNBox

• … and future perspectives
• SWAN



February 15-16, 2017 Cremlin WP2 workshop



February 15-16, 2017 Cremlin WP2 workshop 10

› EOS: Large disk farms for physics and beyond

▪ Developed at CERN

▪ LHC: PBs for 100s/1000s independent scientists

▪ 200 PB JBOD installed (CERN installations)

› Strategic points

▪ Distill 20+ years of experience data management

▪ Ultra-fast name space

▪ Arbitrary level of data durability: cross-node file 
replication or RAIN on commodity hardware

▪ Large protocol choice
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Our “20-ms-large” computer centre

MGM = NameSpace/Metadata

FST = Disk servers

Autonomic,
Locality,
Disaster recovery/
business continuity
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1st EOS workshop (February 2-3 2017)

Disk technology
Integration and support 
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• HEP communities
• Collaboration
• Complementarity

• Federation
• Moscow area
• St Petersburg area
• (CERN)
• Sites from Russian Data 

Intensive Grid And WLCG site

• EOS workshop
• A.Kyrianov et al.
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Joint Research Centre (JRC)
Science Service of the European Commission

A. Burger and P.Soille (JRC)
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CERNBox
• Starting point: Dropbox-like service

• Cloud synchronisation service
• Just the starting point!

• Innovative way to offer storage
• Sync and share from ownCloud GmbH
• EOS as a back-end (all LHC data!)
• New way to interact with your data

• Strong interest 
• In HEP: from V.Ilin and his group (Moscow)
• Broader scientific/university community 

20



February 15-16, 2017 Cremlin WP2 workshop21

Access Methods: Sync
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Access Methods: Sharing
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Access Methods: Mobile & Web
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Access Methods: WebDAV
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Access Methods: FUSE

25
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Optimised access

Embedded ROOT viewer 
in CERNBox browser



3rd Cloud Services for Synchronisation and Sharing (CS3)
Novel applications, cloud storage technology, collaborations
Amsterdam January 2017  ***   120+  participants   ***   15+   companies
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`Cloud analysis: SWAN project
with CERN Physics Department

ROOT is the CERN data analysis framework: http://root.cern.ch

Lots of activity in previous projects 
with several Russian groups, notably 
with V. Korenkov (JINR Dubna) 



Interface: The Notebook
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Jupyter Notebook: A web-based interactive computing 
interface and platform that combines code, equations, text 
and visualisations

In a BrowserIn a Browser



Interface: The Notebook
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CodeCode

GraphicsGraphics

TextText



CERNBox as Home

36

Same content as in 

cernbox.cern.ch



Notebook Galleries
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Example notebooks at swan.web.cern.ch

Click on the blue ribbon to open them in 

SWAN!

Click on the image 

for a

static visualisation
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Physics Analysis
Rare B meson decay in LHCb
• Read data from EOS
• Setup complex fit
• Document and inspect 

results

Results 
coming from 
real data! 
(published 
now)

SWAN Use Cases

L. Anderlini
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Outreach
• SWAN as platform for outreach

– Introductory course about experimental HEP for future high school teachers

P. Rikkilä
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Mano S. (14 years old), 
K12 student
• Approaches programming 

for the first time
• Verifies numerically what 

he learned at school
• Shares results with his 

supervisor and classmates

Education



Tutorials
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• Practical Statistics for Particle Physics Analyses
https://indico.cern.ch/event/545212/

• CERN Summer Student Program: ROOT
https://indico.cern.ch/event/536772/

• CERN School of computing: Parallelization lectures
http://indico.cern.ch/event/502875/

• Data Science @ LHC Workshop,  Multivariate analysis 
tutorial

http://indico.cern.ch/event/395374/

https://indico.cern.ch/event/545212/
https://indico.cern.ch/event/545212/
https://indico.cern.ch/event/536772/
https://indico.cern.ch/event/536772/
http://indico.cern.ch/event/502875/
http://indico.cern.ch/event/502875/
http://indico.cern.ch/event/395374/
http://indico.cern.ch/event/395374/
http://indico.cern.ch/event/395374/
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Summary • Solid foundations
• 200 PB LHC disk infrastructure

• Steadily growing!

• HEP collaborations

• Strategic partnership
• HEP computing evolution
• Cloud storage enables new use 

cases 
• and new ways to work and to 

collaborate 
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