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Background 

Interests: 
Computational physics, biophysical simulations, massively 
parallel applications 

Programming Experience: 
6 years of programming 
experience 
2 years of team-leading 
experience 
Experience with Java, C++ 

2 

University background: 
University: Ural Federal 
University, Yekaterinburg, 
Russia 
Field of study: Experimental 
detector physics 
Qualification: Engineer-
physicist 

Vorführender
Präsentationsnotizen
I have graduated from the Ural Federal University in Yekaterinburg, Russia. I have got an engineer’s degree in experimental detector physics and I have studied potentially good materials for scintillation detectors. On top of that I have worked as a professional software developer for 6 years out of which two I spent in a teal lead position. My interests lie in the field of computational physics, especially applied to biological systems and massively parallel applications.
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Training in the Network 

• 4 general HPC-LEAP workshops 
• 1 thematic HPC-LEAP workshop in Computational Biology 
• 1 full-semester course in Density Functional Theory at RWTH 

Aachen 
• Advanced Fortran Topics workshop at Leibniz Research Center 
• CECAM workshop “Structural and Functional Annotation of 

Bioinorganic Systems: Perspectives and Challenges from 
Theory and Experiments” in SNS, Pisa 

• EUROHACK 2017 GPU Hackathon in Jülich Supercomputing 
Center 
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Vorführender
Präsentationsnotizen
During the time I spent as an HPC-LEAP student I have attended 5 HPC-LEAP workshops along with some additional courses and workshops, such as the CECAM workshop or a GPU Hackathon in Juelich
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QM/MM Simulations 
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Able to describe certain processes (e.g 
enzymatic reactions) and properties (e.g. 
spectral characteristics) which are not 
accessible by classical means on a large 
systems which are typically not possible to 
simulate using fully quantum description 
(>10000 atoms). 

• Poor scalability – does not allow us to get sampling which is 
good enough – not truly an HPC application 

• Limited number of available force-fields 
• Proprietary GROMOS96 license 

 

Problems: 

Vorführender
Präsentationsnotizen
Let me briefly introduce the project which I am working on. My thesis project is aimed at the development of a massively parallel QM/MM framework. First, let me briefly describe what QM/MM is. In this hybrid framework we are simulating atomistic system applying the quantum-level description to a relatively small part of the system while treating the rest of the atoms at the classical level. Using this approach we retain the ability to reproduce certain processes and properties which are typically not accessible by the means of molecular mechanics. However, in the same time we are able to describe large systems 10k, 100k, m of atoms which is typically not possible with fully quantum description. I am currently working with CPMD code which already has a QM/MM implemented. However, this implementation suffer from a number of drawbacks such as poor scalability, limited number of available forcefields and the proprietary GROMOS96 license.
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New HPC-based Approach 
• Multiple-Program Multiple-

Data approach using the 
ad-hoc communication 
library 

• Fully exploits the efficient 
parallel architecture of 
both CPMD and the MM 
code 

• Allows coupling to virtually 
any MM code 
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Improving the scaling performance allows getting better sampling, 
thus we obtain more meaningful results 

Vorführender
Präsentationsnotizen
Having this in mid we have decided to design a completely new QM/MM framework basing on a Multiple-Program Multiple-Data approach. In this approach we completely decouple CPMD and the MM code allowing them to run independently, and sometimes exchange some data. This is possible due to the ad-hoc communication library developed in order to establish the communication channel. This allows us to exploit the parallelization scheme of both CPMD and the MM code. In the same time such architecture retains certain level of abstraction thus allowing us to couple virtually any MM code to CPMD exteinding the number of supported forcefields. And we are also expecting it to produce batter science thanks to better sampling
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Technology stack 

• Coupling based on the development 
version of CPMD 

• Communication library written in C++ 
using MPI 2.0 functionality 

• Using Fortran2003 standard for the 
interface 

• Unit testing using pFUnit framework 
• Git VCS 
• Gitlab CI with a number of build 

servers 
• Merge-based GitHub workflow 
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Vorführender
Präsentationsnotizen
We are developing our interface basing on the most up-to-date development version of CPMD. The communication library is written using C++11 and MPI 2.0. The interface itself is written in Fortran2003, with unit tests written in pFUnit. Version control is handled with Git VCS. In order to asses the quality and validity of proposed chages we are using the Gitlab CI system along with the merge based GitHub workflow. This workflow implies that new features should be developed only in a separate branch and merged into the master only after the CI the code review.



hpc-leap.eu 

Project status 

 Design the architecture of an interface 
 Design the protocol for data movement 
 Develop the communication library 
 Develop the QM/MM interface 
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Coupling to GROMACS (http://www.gromacs.org/) 
 Writing the contributor manual 
 Going open-source 
 Performance and scaling optimizations 
 Adopting different model for electrostatics treatment 

 

Vorführender
Präsentationsnotizen
In the present time both the QM/MM interface and the communication library are functional and coupled to CPMD. Curent development effort is aimed at the implementation of coupling to GROMACS which was chosen as a first target MM code due to its highly efficient parallelization scheme as well as the active biophysical community. Next steps will be to create a contributor manual in order to go open-source, do some performance and scaling optimizations. And developing some additional electrostatic embedding approaches.
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Dissemination 

1. 1.10.2016 – 1.03.2017 Jülich – development of the QM/MM 
interface 

2. Planned 2017 – IBM Research Zürich – parallel performance 
optimization 
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Secondments 

1. May 2016, SNS, Pisa, Italy – Poster, abstract, spotlight talk 
2. July 2016, Jülich, Germany – Poster, abstract 
3. December 2016, Jülich, Germany – Poster, abstract, spotlight 

talk 
4. April 2017, Cagliari, Italy – Talk on the hybrid methods in 

biological simulations 

Vorführender
Präsentationsnotizen
This project was presented at a number of events with poster and spotlight talks in Pisa, and julich and with a talk given in the beginning of this month at the hybrid methods conference in Sardinia. Moreover, I have finished one of the planned secondments, namely the one in Julich. During this secondment we have implemented the QM/MM interface. The next secondment will take place at the IBM research laboratory in Zurich later this year.
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Expected impact 

• Massively parallel QM/MM framework 
based on GROMACS should enable us 
to achieve better sampling  on large-
scale biological applications (Adenylyl 
Cyclase within the Human Brain Project) 

• Publishing the interface and the 
GROMACS coupling in a high-impact 
journal is expected to result in a highly 
cited papers 
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Vorführender
Präsentationsnotizen
We expect that the usage of the newly developed GROMACS-based QM/MM framework should drastically increase the accessible simulation timescale thus improving the sampling for certain problems which may be difficult to work with using the current QM/MM implantation. Such as the Adenylyl Cyclase project which our group contributes to. Moreover, publishing of the interface and the GROMACS coupling is expected to produce highly cited papers which will possible draw more attention to hybrid methods for molecular dynamics as well as build a solid foundation for the future career.



hpc-leap.eu 10 

The Network 
• Dr. Emiliano Ippoliti  
      Forschungszentrum Jülich 
• Prof. Ursula Röthlisberger  

EPFL, Lausanne 
• Dr. Teodoro Laino  
      IBM, Zürich 
• Dr. Valery Weber  
      IBM, Zürich 
• Dr. Alessandro Curioni  

IBM, Zürich 
 

This project has received funding from the European Union’s Horizon 2020 
research and innovation programme under the Marie Sklodowska-Curie grant 
agreement No 642069 and the EINFRA-5-2015 grant agreement No 675728. 

• Prof. Paolo Carloni  
RWTH Aachen / Forschungszentrum 
Jülich 

• Assistant Prof. Giannis Koutsou 
     The Cyprus Institute 
• Dr. Jógvan Magnus Hausgaard Olsen  

University of Southern Denmark 
• Dr. Simone Meloni  

University La Sapienza 

Vorführender
Präsentationsnotizen
Finally, I would like to present you the collaboration network. This project is supervised by Professor Paolo Carloni and Assistant Professor Giannis Koutsou. This project has received funding from two European projects one of which is HPC-LEAP and the other one is BioExcel Center of Excellence. The collaboration network involves several institutions in several countries namely Germany, Italy, Denmark and Switzerland
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