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DESY/HERA data preservation

� Why? (motivation)

� How? (challenges)

� What? (achievements)

Achim Geiser,  DESY Hamburg, 
Germany

for DPHEP workshop
CERN, Geneva, 14. 3. 2017           

*** Preliminary collection of material, 6.3.2017 ***

� HERA material

� Personal remarks and

relation to other projects



Remarks to this collection

• A coherent HERA talk will be assembled from the
IT/H1/HERMES/ZEUS material presented

• Some parts of the ZEUS material presented here
are for internal DESY documentation only

• Beyond the actual HERA material, the talk

will (if you allow) also include some personal

remarks in a more general DPHEP context.

They will be clearly labeled as such.

6. 03. 17 A. Geiser,  DESY DPHEP meeting 2



general material

• from PRC open session, 11. 5. 2015         
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HERA data preservation 

� DESY is co-founding member of 

Collaboration Agreement for the DPHEP project

supported by ICFA     (May 2014, already reported last PRC)

� HERA workshop at DESY,  future physics topics

(Nov. 2014) 

� Status of bit preservation

world HEP community



Workshop:
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� What do the HERA data still 

have to say and how are they 

relevant to other facilities? 

� two days with lively discussions

and almost 30 presentations 
https://indico.desy.de/event/futurehera

� ~ 70 participants, both 

experimentalists and theorists

from across the globe 

� -> list of subjects that are still to be investigated 
or exploited fully, using the preserved data sets 
(will appear in proceedings) 



HERA papers, past and future
ZEUS                                             H1

ZEUS 
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DESY-IT material

• kindly provided by Dirk 
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HERA Bit-Preservation 
• The HERA data archive is finalized

• The online (disk) store is filled and 2 

tape copies are written

• Small additions to the heritage data 

are possible - details about the 

procedure will be defined in 

agreement with the experiments

– First cases now 

• The content of the archive and the 

procedures how to add and restore 

data had been documented 

• Restoring data from the tape archive 

to the online store had been 

successfully exercised
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For the Statistics Enthusiasts:

final storage content

H1 HERMES ZEUS HERA-B Type

983398  6557725 1183157 846059 single files

11111 9179 7318 4110 archive (tar) files

810316 774032 1182941 0 files online

359 57 239 0 TiB online

464 581 368 392 # LTO4 (800G) tapes

134 174 104 110 # LTO6  (2.4T)  tapes

430 358 239 276 TiB on LTO4/LTO6 tapes

� In nuce:  1.3 PB and 10 million files

� In addition there are 10 TB data of polarimeter data/simulations included 
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H1 material

• kindly provided by Stefan
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● H1 publications

● H1 computing and 
Monte Carlo production

● Reviving old software: 
GKS for look and event 
display

H1 and DPHEP status

February 2017
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Paper production summary
● Paper production 2016: two papers

● QCD instanton search

● Jet production at low Q²

● 2017:  hope to have five publications

● Diffractive D* in DIS

● αS at NNLO from jets

● H1/ZEUS F2b,F2c

● ρ meson diffractive photoproduction

● H1 electroweak fit

Analyses marked in red: using preserved H1 data
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H1 computing and MC production

● H1 computing

● All SL5 machines switched off

● H1 public web-server: now can 
only display static web pages

● Recent progress in MC 
production: production on the 
NAF system is working

Many H1 collaborative tools are based on 
cgi-scripts for accessing oracle.

Work-around: for critical tools we have a 
local web-server running, using port 8080 
which is not reachable outside the firewall.

Longer term: have to seek for another 
solution.

2009-2014
Production on the grid

2017 production using DESY batch system for new analyses

Plot: H1 MC events produced per month
(Thin line: average over one year)
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H1 software

● Customized GKS libraries 
installed on SL6 → it works

● H1 software depending on GKS:

● Look (histogramming and 
analysis framework) by 
V.Blobel → working

● “old” event display: supports 
some features not available 
on the new (root-based) tools

● Special event display for drift-
chamber analysis (hit-level)

Not critical for “standard” H1 analyses but nice to have



ZEUS + general material

Collected from

• ADMP workshop, CERN, Geneva, 30. 6. 2016  

• ZEUS/IsoQuant meeting, 31. 8. 2016

• ZEUS Collaboration meeting, 24. 3. 2015
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Summary to Cristi for ICFA meeting
• Data storage (including MC, ~250 TB) with multiple copies in different 

geographical locations (2 tape + disk copies at DESY (IT), extra copy at MPP) 
has been finalized in early 2015. Data and MC (flat ROOT ntuples) are mainly 
being accessed on the National Analysis Facility at DESY, and can also be 
accessed via the Grid at MPP. The web pages and documentation have been 
archived at DESY in 2014.

• Analysis of the preserved ZEUS data and MC is alive and well. We (ZEUS) 
have published 3 papers in 2015, 4 papers in 2016, and will probably have 
between 2 and 4 in 2017.

• New MC has successfully been generated via MPP, building on earlier 
preparation work at DESY and is used in current ZEUS publications.

• In the wake of the workshop on Future Physics with HERA data in November 
2014 two new groups are joining ZEUS to exploit synergies between HERA 
and EIC, as well as HERA and heavy ion physics, so we expect further 
diversified physics output.
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What is ZEUS?
• International Particle Physics Experiment 

which recorded high energy electron-
proton collisions at the world’s (so far) 
unique lepton-proton collider HERA at 
DESY in Hamburg, Germany

• Physics data taking: 1992-2007

• one of main physics goals: 
measure structure of the proton to 
~10-18 m, i.e. 1/1000 of proton size 
(“X ray” of proton with electrons)
use e.g. in measurements of Higgs properties at LHC

• also well suited to study general QCD and 
electroweak physics
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Why to preserve HERA data?

6. 03. 17 A. Geiser,  DESY DPHEP meeting 18

HERA data are unique!

planned new projects



Why to preserve HERA data?
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end of HERA data taking

start of HERA data taking

now (HERA data preservation)

start of LHC data taking

equivalent LHC future

possible end of LHC

planned new projects



Synergy with current experiment: 
LHC

• LHC collides protons on protons

• detailed knowledge of proton structure is crucial 
for many LHC physics topics, e.g. for measurement of 
Higgs boson properties

• in general, many common physics topics

see also

- HERA-LHC workshops, DESY and CERN

- workshop on Future Analysis of HERA data,
DESY, November 2014, https://indico.desy.de/conferenceDisplay.py?confId=10523
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Synergy with future experiment: EIC

• many EIC topics common with HERA  

• informal discussions with EIC members  on possible common analyses of 
HERA data started 
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ZEUS physcispapers

2017 update
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What do ZEUS data look like?

event display 

from 

“Common Ntuple”
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complicated data format and content:       for useful analysis, need   

significant expert knowledge + documentation + guidance how to use it



DPHEP data preservation levels

• ZEUS:  level 3 (data and existing Monte Carlo (MC) data), 

level 4 (additional Monte Carlo data)

• H1 and HERMES: level 4
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-> education



Publicly available  information on 
DPHEP and ZEUS data preservation
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+ DPHEP@DESY

documents

INSPIRE itself
is a “level 1 
data preservation  
project”



“Discoverability”
DPHEP portal:

• http://hep-project-dphep-portal.web.cern.ch

ZEUS web page:

• http://www-zeus.desy.de/

information on ZEUS far from perfect 
(manpower …, in case of availability conflict, content/useability takes 
preference over (organisation of) documentation)

… but we are proud of what we achieved ☺

see also presentation A. Verbytskyi at DIS2016 conference 
https://indico.desy.de/contributionDisplay.py?contribId=176&sessionId=7&confId=12482

and ZEUS MPI web page   https://wwwzeus.mpp.mpg.de/
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Data Preservation Challenge: 
How to organize the Management?
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DPHEP Collaboration
(general framework)

DPHEP DESY
(local framework)
general resources only

DPHEP MPI
(local framework)
currently 1 dedicated FTE

ZEUS 
Collaboration

H1 
Collaboration

HERMES 
Collaboration

DESY IT
bit preservation 
(multiple copies)
access to data
access to NAF/BIRD 
analysis farm

DESY library
analog and digital 
archive of metadata

RZ Garching
bit preservation,
access to GRID 

analysis of 
existing data 
and MC

virtualized 
MC generation
and analysis

other DPHEP institutes
(LHC, Tevatron, Babar/Belle, … )

JADE,
OPAL



Challenge: What is the “Data”?
• “Data” = recorded events, simulated events,

+ related software, knowledge, and documentation 
– original ZEUS data format and core software from 1990’s 

– maintenance of software, simulation and analysis framework 

needed ~4 FTE/year (experiment) + IT

– e.g. porting from SL4 to SL5 took about 2 years

-> not sustainable long term

-> go for simplified ZEUS data format: 

“Common Ntuples” = flat ROOT ntuples
– almost no dedicated software maintenance needed

-> for new simulation: freeze software and run 

compiled executables in virtualized environment
– see also https://wwwzeus.mpp.mpg.de
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long term
goal:
~0.5 FTE
/year +IT

… not achievedmanaged at MPI



Analog and digital archive
• analog archive in DESY library

• ZEUS technical notes 

digitized on INSPIRE (via DESY library)

• frozen plain html documentation web pages 
(DESY web office)

• knowledge preservation in “human neural 
networks” (ZEUS collaboration)
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Common Ntupleanalysis model
• ZEUS Common Ntuple:               Motto: keep it simple!

flat (simple) ROOT-based  ntuple (same format as PAW ntuple converted with h2root)

containing high level objects  (electrons, muons, jets, energy flow objects, …)
as well as low level objects (tracks, CAL cells, …)  

• Well tested !

almost all recent ZEUS papers based 

on Common Ntuples

• “Easy” to use 

several recent ZEUS papers based on results 
produced by Master students from remote 
institutes, using resources at DESY:
analysis on DESY NAF/BIRD computing farm

PhD students can produce a ZEUS paper within 
only a fraction of their PhD time 

(e.g. ~6 months - 1 year)

30



Available Common Ntuples

v02 v03 v04 v05 v06 v07 v08

4.2009 11.2009 4.2010 2.2011 5.2011

for use (v02d,v02e/f),

smaller format, not all variables,

used for publications

2006/7 data only
not for physics use,

non-final “features”

used for HERA II

v06d  (data), v06b  (MC) 

used for publications

Can be used with v06

for HERA I

6.2012 2.2013

final HERA I+II

recommended version

used for publications

useable for all purposes

Start of project: Feb. 2006 

compiled by 

D. Szuba
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now: June 2016 

More details (data volume etc.) see backup



Challenge:
“When will the project befinally done?“

• my answer: 
(usually hard to digest for host labs, funding agencies, committees …)

if taken serious, a data preservation

project will never be “done”, unless and until 

one gives up on useability of the data 
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Challenge: Bit preservation 

• at DESY: common approach for all three 
HERA experiments
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status 06/2015
(now complete)

2 tape copies + 1 disk copy

+ additional copy at MPI/RZ Garching
(for ZEUS part)



Size of data sets compiled by D. Zotkin/A.G.

Root files (officially preserved) units: Tb         (status 4.9.13)

HERA II        v02      v06      v08        HERA I  v08      total            

Data 1.9       5.2       7.0           1.7+1. 17.    

MC 10.5      64.0      70.           4.8+4. 153.      +30 for future MC

~ 100 million inclusive DIS events (Q2>5 GeV2, triggered almost bias-free)

~ 100 million semi-inclusive photoproduction events (mainly via pT>4 GeV dijet trigger)

smaller sets of more specialised triggers/samples (e.g. heavy flavours, vector mesons, …)

~ equal sample sizes for e+, e-, righthanded/lefthanded polarisation 

~ 4 billion MC events, for almost any analysis

generation of additional MC samples might be possible (see talk A. Verbytskyi)

can technically read/analyze full ZEUS data set on NAF/BIRD at DESY within ~1 day

(for even faster access, many analyzers produce their own mini-ntuples for analysis)

+v07
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Challenge: Virtualisation

• generation of new MC requires detector simulation 

– can not avoid use of full fledged “legacy” ZEUS software
from the 1990’s

• porting to new operating systems not realistic for ZEUS 

with realistic manpower

-> run existing software in “Virtual box”    

environment with “old” operating system
(implemented and maintained by MPI based on content development work at DESY)

• interface to new generators via HEPMC data format
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Challenge: sustainability
• Bit preservation: long term agreement with DESY IT,  

ensured ☺

• ZEUS data and existing MC analysability:  simplified 
format minimizes maintenance. Maintenance ensured 
through semi-official long term manpower (0.1 FTE),  
ensured ☺

• ZEUS event display relies on unofficial temporary 
manpower -> will break down as soon as person leaves

• Situation of additional ZEUS MC simulation (no support at 
DESY due to lack of manpower) unclear   
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Conclusions and Outlook      

� HERA data are scientifically unique and worth preserving !

� 9 years after end of data taking in 2007, thanks to data
preservation, ZEUS scientific output continues at a significant rate, 
for very little cost (expect ~10% of total scientific output, if long term
sustainability is achieved). Made possible through substantial support by
collaboration, host lab (DESY), and external institutes!

� ZEUS has successfully implemented its long term “Active Data 
Management Plan” for data preservation, worked out 2006-2012, 
and in full operation since Jan 2015. Integrated into DPHEP strategy.

� Bottleneck: Long term data preservation needs long term manpower: 
don’t need “much” (~O(‰) of original project investment, spread over 20 
years), but 0 will not do … 



Data preservation and active data 
managment
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Data management in particle physics 

this part is about plans for long term 

Active Data Management !

actual ZEUS experience (also other experiments):  

• passive data management (just storing the data somewhere) will not 
work long term, 

Active data management is crucial

• Data must include metadata, and preservation of software, 
knowledge, and useability

• Management must include manpower needed for long term 
management, both at IT and user level
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ZEUS 
“Active Data Management Plan”

• wasn’t called like that at the time, but 

a three page “bottom-up ZEUS ADMP” 

can be found in the 

2012 DPHEP study group document    (see previous slide)

… and we conceptually implemented more or less

exactly what we planned ☺ with some practical variations 

(of course at that time it was already half way done)
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# of ZEUS papers vs. time
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scientific benefit

of long term

data preservation:

~10% of total benefit
(for <1% of total cost,
of which ~90% during 
active phase)

(my personal estimate 
– not official numbers)

difference between 
having/following a plan, 
or not having one 



ZEUS vs. LEP

2017 update
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Challenge: 
How to measure the success?

personal measure used on previous slide:

expected # of additional scientific papers

total # of scientific papers

compared to

estimated integrated cost of data preservation 

estimated integrated total cost of project

arguable  - but is there a better one?
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HERA vs. LEP vs. Tevatron
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INSPIRE:

find (CN XX or CN YY or …)

and collection:published

and date XXXX 

and not date XXXX+1

Try to make similar

plot for data taking 

subperiods (including LHC)

normalized to last five 

years of data taking



Some ingredients for success of 
actual project

• Make sure you start the ‘user mode’ well (>~ 2 years) before the 
temporary manpower ends (-> need to be able to fix “hickups” !)  ☺

• Ensure strong support of host lab or other funding body during the 
‘long term benefit’ phase   �

• Make sure to get the necessary dedicated long term manpower 

(and funding!) going along with this support   �

people understand the need to maintain storage, networks and tape vaults, and to     

provide some minimal CPU power, but rarely  understand the (size of the) manpower   

need for knowledge preservation, software preservation, and user support …

-> this is the main point upon which many of the past projects 

have failed and many of the current projects risk to fail 
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ZEUS: user data preservation mode gradually started 2011-2013

ZEUS: scientific support OK, long term manpower/minimal funding support 
more difficult than expected/hoped for

personal 
view

ZEUS need: ~2/3 short term
~1/3 long term (~20 year integral)



“EU data principles”
• Discoverable:  ZEUS and DPHEP web pages, conferences, workshops, … 

• Accessible:    ZEUS data are not (yet) open data

(would need more manpower/funding)

but “Free Access to ZEUS Data” programme for PhD students 
and physicists (e.g. EIC),
data accessible at DESY, + on data grid via MPI

• Intelligible:    bottleneck! currently OK, but would strongly profit from more               
manpower (keep experts involved!)

• Assessable:    quality/reproduceability is ensured by the
ZEUS collaboration

• Useable:         Yes!   (papers based on these data continously being published)
all recent ZEUS papers are open access   (DESY rule)

• Sustainable: bottleneck!  Can’t do without some funding, in 
particular for long term manpower! 

“librarian” attitude to preservation could be useful!
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add:



Comparison ZEUS data 
preservation/CMS open data

example for synergy!

• both use ROOT-based higher level data format (“level 3”) with very 
similar content (CMS data format somewhat more complicated)

• both use virtual machine environments for software environment / 
preservation (well-developed for CMS open data analysis, under development by 
MPI for ZEUS for additional MC generation and analysis, not needed for baseline data 
and MC analysis at DESY)

• CMS more advanced in “transparent” access  (open to general public)

• ZEUS more advanced in formal preservation of secondary information

• current practical synergy is that I work on both, can easily switch between the two

(very similar conceptual approaches), and one profits from the other  
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Internal slides for this meeting
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How to analyze ZEUS data at DESY?

• need:

- interest in some physics topic ☺

- agreement with ZEUS management and DESY to obtain 

- ZEUS user account at DESY

-> access to NAF/BIRD analysis farm via

ZEUS NAF server (can log on from remote)

- basic knowledge of ROOT 

(no special ZEUS software to learn!)

- basic knowledge of particle physics  
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(for additional possibilities at MPI see contributions A. Verbytskyi)



Possible HERA collider physics topics

• BSM: 
– Provide standard candles against which new physics searches can be 

calibrated

• Proton structure:
– FL combination, integration of high x results into PDF fit, finalize 

heavy flavour combinations and fit, improved transverse momentum 
dependent PDFs, investigation of low x phenomenology, …

-> understand the proton, understand QCD, provide detailed 
descriptions for other colliders
– Are we starting to hit the nonperturbative limit?

– Can we make further decisive measurements from existing data?

– Can we achieve improved theoretical interpretations from existing results?

– Can statements about new physics at high scales be made from the low energy data?

• Diffraction and DVCS
– Finalize inclusive diffractive measurements, make them more differential

– Finalize measurements of elastic vector meson production and compare to 
improved theory models and to other experiments

– Measure elastic scalar model production, test odderon hypothesis

– Finalize measurements of DVCS
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as discussed at Future Analysis with HERA data workshop



• Jets:
– Finalize (ZEUS) measurements, combine,

– make more differential measurements, event shape measurements, 

– apply NNLO theory, remeasure alphas

• Hadronic final states:
– Study multiparton interactions and other nonperturbative effects

– (re)measure photon structure

– (re)measure QCD instanton production

– Search for exotic resonances

– Complete total gamma-p cross section

• Heavy Flavours:
– Intrinsic charm

– NNLO measurements of c- and b-masses

– Multi-differential heavy flavour cross sections

– More cross section combinations

– Improved measurements of charm fragmentation functions
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Possible HERA collider physics topics
as discussed at Future Analysis with HERA data workshop



Offline and 
data preservation at DESY
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Offline report        J. Malka (summary here)

General ZEUS Offline coordination (Janusz Malka) ended in December 2014 as 
announced. Big thanks again to Janusz!
-> this report (developments since last collaboration meeting in September 2014)

might be the last of this kind.

DESY data preservation  report      D. Kruecker/IT
-> this contribution

MPI data preservation report    
-> see contribution A. Verbytskyi/MPI

A. Geiser, 24.3.15



Offline tasks
• General ZEUS Offline coordination (J. Malka):   ended

• Data preservation: hardware and storage at DESY:

D. Krücker (DESY/IT),   ended, now via “tickets”@DESY IT

• Data preservation: DESY/NAF analysis access to existing root data,
support for interpretation of CN variables      

A. Geiser (DESY/CMS),    semi-official (open ended) + O. Zenaiev (DESY/CMS) 
inofficial, temporary, for event display

• Software preservation system (SP system) (DESY/IT +J. Malka/K,Wichmann):    abandoned

• Web archive/documentation at DESY:

K. Wichmann (DESY/FLA),   official until may 2016(?)   (+ student support, ended)

• MC generation + bookkeeping at DESY ended December 2014 as forseen (no manpower)

attempt to add new MC generated at MPI might be failing due to lack of dedicated manpower

• Data preservation at MPI: A. Verbytskyi (official, temporary)
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Account management:
M. Wing (UCL), official

Remaining desktops:
I. Martens (DESY/CMS) 

inofficial (good will)
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(zeusdp)

slide 
J. Malka
Sept. 2014

done.  Some files lost.
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slide 
J. Malka
Sept. 2014

now read-only
no more stageing

completed

completed
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is

has been

have been

e r

completed

frozen

has
d

slide 
J. Malka
Sept. 2014

K. Wichmann,
V. Myronenko,
O. Turkot,
I. Martens
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is
.

have been

(actually, slightly later)hopefully, you did

slide 
J. Malka
Sept. 2014
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slide 
J. Malka
Oct. 2014

have been

-> now again www-zeus.desy.de

• Repository for historical analysis/MC code on web server
• Set of historical generator steering files on web server
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slide 
J. Malka
Nov. 2014

searchable!



DESY Data preservation
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PRC slide 
D. Kruecker
Oct. 2014

“old” one was lost …
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slide 
D. Kruecker
Feb. 2014


