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1. Introduction



After the Higgs discovery in 2012,

• The Standard model (SM) has been found to be a very good 
theory below a TeV scale

• But there’re some inconsistencies, especially cosmological 
side

+ something



Cosmological issues:

• (Almost) isotropic, flat universe

• Baryon asymmetry

• Dark matter 

• Dark energy



Cosmological issues:

• (Almost) isotropic, flat universe

• Baryon asymmetry

• Dark matter 

• Dark energy• Dark matter (DM) is beyond the SM physics

• Many DM searches are ongoing 

+ something
(DM, …)



• Direct detection

• Indirect detection (via cosmic rays)

XENON1T

Fermi-LAT

DM searches

• Collider

• Axion like particle searches

LHC

CAST



• Direct detection

• Indirect detection (via cosmic rays)

XENON1T

Fermi-LAT

DM searches

• Collider

• Axion like particle searches

LHC

CAST



DM signals in cosmic rays?

10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.
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FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 2. The measured antiproton flux (red, left axis) compared
to the proton flux (blue, left axis) [16], the electron flux (purple,
right axis), and the positron flux (green, right axis) [15]. All the
fluxes are multiplied by R̂2.7. The fluxes show different behavior
at low rigidities while at jRj above ∼60 GV the functional
behavior of the antiproton, proton, and positron fluxes are nearly
identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.
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FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.
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FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 2. The measured antiproton flux (red, left axis) compared
to the proton flux (blue, left axis) [16], the electron flux (purple,
right axis), and the positron flux (green, right axis) [15]. All the
fluxes are multiplied by R̂2.7. The fluxes show different behavior
at low rigidities while at jRj above ∼60 GV the functional
behavior of the antiproton, proton, and positron fluxes are nearly
identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.
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FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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Figure 3: The antiproton to proton ratio in the Wino DM scenario for MIN (top), MED
(middle) and MAX (bottom) propagation models. Red lines are those for the Wino mass
of 2.9 TeV, while blue lines are those for the Wino mass of 2.2 TeV (MIN), 1.7 TeV (MED),
and 1.2 TeV (MAX). The solid lines are signal plus background, while the dashed lines
are signal-only. The background is shown in the green line, and the AMS-02 data are
shown by the cyan points.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 2. The measured antiproton flux (red, left axis) compared
to the proton flux (blue, left axis) [16], the electron flux (purple,
right axis), and the positron flux (green, right axis) [15]. All the
fluxes are multiplied by R̂2.7. The fluxes show different behavior
at low rigidities while at jRj above ∼60 GV the functional
behavior of the antiproton, proton, and positron fluxes are nearly
identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.
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FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why
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1. About 27% of the total energy of the universe is DM 

3. They hit the CMB photons and produce high energy    -rays

2. Assume that high energy       are produced by decay or annihilation of DMe±
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IC scattering

a). Inverse-Compton (IC)    -rays in the extragalactic region�



• The story is very simple

• If we specify DM model, the QED tells us the IC spectrum 
exactly especially for decaying DM

• A good tool to test DM scenarios which accommodate the 
anomalous positron or antiproton excess
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For the anomalous positron

For the TeV anomalous antiproton

Ando, KI ’15

Decaying DM scenarios to explain the anomalous positron or 
antiproton are partly excluded

Decaying DM
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In the study, we considered that the gamma rays from the extragalactic 
region is 
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But due to the recent observational developments, 

• Statistically isotropic 

• Integrated over the cosmological distances

•Cosmological distances

of the gamma rays can be used for the study
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There’re anisotropies
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We cross-correlate the gamma rays with local galaxy distribution
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We know the distance from each galaxy by its redshift

8000<v<9000km/s
7000<v<8000km/s
6000<v<7000km/s
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galaxy distribution

Gamma rays Local galaxy distribution
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3. Results



The reported anomalous cosmic rays:

•Positron

•Antiproton (over 100 GeV)

•Antiproton (~ 80 GeV DM mass)

10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 5 (color). The positron fraction compared with the most
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The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.
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FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why



•Positron

•Antiproton (over 100 GeV)

10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.
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FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why
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Here we focus on three-body leptonic decay:
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Impacts of IC gamma rays

IC gamma gives 1-2 orders of magnitude stronger 
constraints over TeV region

(Results without astro. comp.)
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Impacts of IC gamma rays

IC gamma gives 1-2 orders of magnitude stronger 
constraints over TeV region

IC gamma rays are crucial to constrain over TeV DM
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4. Conclusion



We have studied DM using local galaxy distribution 

• The preferred regions for the anomalous positron flux    
e                                                        are excluded

• IC-induced gamma rays are crucial for the exclusion

• This analysis will be another check for 80 GeV 
annihilating DM motivated by the anomalous antiproton

mDM = 1-10 TeV, ⌧DM = 1027-26 sec


