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Light axion dark matter 

A natural candidate for such a light particle is a pseudo Goldstone boson.

Concrete realization: an angular field of periodicity            i.e. an axion-like field  
with a potential from non-perturbative effects (not QCD axion).

m ∼ Λ2/F

Relic abundance:

φ ∼ F at early times until H ∼ m

subsq. oscill. : ρφ ∝ a−3

V (φ)

Ωmatter ∼
�

F

1017 GeV

�2 � m

10−22 eV

�1/2

(standard story - see Kolb & Turner; 
    review by Marsh)

self − interaction can be ignored

L ∼ −1

2
(∂φ)2 − Λ4(1− cos [φ/F ])

2πF

2πF

(low scale inflation)

Fuzzy dark matter 
Hu, Barkana, Gruzinov

ρφ ∼ m
2
F

2
, ρrad. ∼ H

2
M

2
pl ∼ m

2
M

2
pl ∼ T

4

(see Andreas’s talk)

massm ∼ 10−22±1 eV
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Ignoring self-interaction:

−�φ+m2φ = 0

Non-relativistic limit:
φ =

1√
2m

�
ψe−imt + ψ∗eimt

�

|ψ̈| � m|ψ̇| iψ̇ =

�
−∇2

2m
+mΦgrav.

�
ψ

High occupancy implies        should be thought of as a classical scalar. ψ
See simulations by Hsi-Yu Schive, Tzihong Chiueh & Tom Broadhurst,
Mocz et al., Veltmaat & Niemeyer (see Jens’ talk).

An alternative viewpoint:       as a (classical) fluid.ψ

ρ = m |ψ|2

Recall conservation of probability:    current ∝ i(ψ∇ψ∗ − ψ∗∇ψ)

i.e.  ψ =
�

ρ/meiθ

Reinterpreted as conservation of mass: 
ρ̇+∇ · ρv = 0 where v =

1

m
∇θ i.e.   a superfluid.

Dynamics of a free massive scalar
m−1 ∼ 0.06 pc

(mv)−1 ∼ 2 kpc (10 km s−1/v)
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Fluid formulation
Euler equation:

v̇ + v ·∇v = −∇Φgrav. +
1

2m2
∇
�∇2√ρ

√
ρ

�

“quantum pressure”

More precisely, an unusual form of stress:

Tij = ρvivj +
1

2m2
[∂i

√
ρ ∂j

√
ρ−√

ρ ∂i∂j
√
ρ]

(Madelung)

Can be implemented in standard hydrodynamics codes (Mocz & Succi).

For linear perturbations (on cosmological bgd.):

Jeans scale                             

Perturbations suppressed on small scales - could help avoid small scale problems 
of standard CDM (Hu, Barkana, Gruzinov: Fuzzy DM ; Amendola, Barbieri).

Typical focus: density profile (cusp versus core), number of satellite galaxies.

Issue: baryonic effects complicate the interpretation of the data.

∼ 0.1Mpc
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ABSTRACT

We examine the circular velocity profiles of galaxies in ΛCDM cosmological hydro-
dynamical simulations from the EAGLE and LOCAL GROUPS projects and compare them
with a compilation of observed rotation curves of galaxies spanning a wide range in
mass. The shape of the circular velocity profiles of simulated galaxies varies system-
atically as a function of galaxy mass, but shows remarkably little variation at fixed
maximum circular velocity. This is especially true for low-mass dark matter-dominated
systems, reflecting the expected similarity of the underlying cold dark matter haloes.
This is at odds with observed dwarf galaxies, which show a large diversity of rotation
curve shapes, even at fixed maximum rotation speed. Some dwarfs have rotation curves
that agree well with simulations, others do not. The latter are systems where the in-
ferred mass enclosed in the inner regions is much lower than expected for cold dark
matter haloes and include many galaxies where previous work claims the presence of
a constant density “core”. The “cusp vs core” issue is thus better characterized as an
“inner mass deficit” problem than as a density slope mismatch. For several galaxies the
magnitude of this inner mass deficit is well in excess of that reported in recent simula-
tions where cores result from baryon-induced fluctuations in the gravitational potential.
We conclude that one or more of the following statements must be true: (i) the dark mat-
ter is more complex than envisaged by any current model; (ii) current simulations fail to
reproduce the diversity in the effects of baryons on the inner regions of dwarf galaxies;
and/or (iii) the mass profiles of “inner mass deficit” galaxies inferred from kinematic
data are incorrect.

Key words: dark matter, galaxies: structure, galaxies: haloes

1 INTRODUCTION

Cosmological simulations have led to a detailed theoretical
characterization of the clustering of dark matter on galaxy
scales. It is now well established that, when baryons may be
neglected, the equilibrium mass profiles of cold dark matter
(CDM) haloes are approximately self-similar and can be ad-
equately approximated by a simple formula (Navarro et al.
1996b, 1997). The “NFW profile”, as this is commonly known,
has a formally divergent density “cusp” near the centre, ρ ∝

� koman@uvic.ca

r−γ , with γ = 1, and steepens gradually at larger radii. The cor-
responding circular velocity profile, Vcirc(r), is thus relatively
steep near the centre, Vcirc ∝ r1/2, in contrast with the rotation
curves of some dwarf galaxies, where the inner rotation speed
rises linearly with radius. The latter behaviour suggests that the
dark matter density profile has a shallower inner slope than pre-
dicted by simulations, closer to a constant density “core” rather
than a steeply divergent “cusp”. This “cusp vs core” problem
(Moore 1994; Flores & Primack 1994) has been known since
the mid 1990s and has elicited a number of proposed solutions.

One is that the dark matter is not “cold”. Cores can be pro-
duced in dark matter haloes by particle physics effects if the
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- dynamical friction

Possible diagnostics of FDM vs conventional CDM:

- evaporation of sub-halos by tunneling

- interference

- Lyman-alpha forest

- tidal streams and gravitational lensing

- direct detection

- detection by pulsar timing array
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Fornax galaxy and its globular clusters

Dynamical friction issue:  Tremaine 1976

ESO/Digitized Sky Survey 2
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Chandrasekhar’s classic calculation:

Dynamical friction

globular cluster   M

Quantum stress smooths out density wake, lowering friction.

Use known solution for the Coulomb scattering problem:

ψ ∝ F [ iβ, 1, ikr(1− cos θ) ] where      is the confluent hypergeometric func.F

β ≡ (GM/v2)/k−1 with                                    de Broglie wavelengthk−1 = (mv)−1 =

v

v

Small        means quantum stress is important.β

integrate momentum flux to compute friction: 
�

dSj Tij  Key -

(see also Lora et al.)
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Question: shouldn’t the quantum and classical answers be identical? 

Recall that for Coulomb differential cross section,

quantum = classical.

But recall also the integrated cross section has a logarithmic divergence.

Thus, we expect dynamical friction                                                                              ,      ∝ ln [r/rc] where r ∼ size of galaxy

rc ∼ GM/v2 or k−1

This is borne out by analytic calculation, made possible by obscure identities 
involving hypergeometric functions.
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β ≡ (GM/v2)/k−1

ln [2r/(GM/v2)] = 10, 6, 3

= 0.0023

�
M

105M⊙

��
10 km/s

v

�� m

10−22 eV

�
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Given the density profile of a galaxy (which can be experimentally determined),
standard CDM has a definite prediction for the dynamical friction, which can be 
checked against observations.

Fuzzy DM of m                         can lower dynamical friction by an order of 
magnitude.

∼ 10−22 eV

Conclusion:

Would be useful to study other systems: Lotz et al. 2001
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- dynamical friction

Possible diagnostics of FDM vs conventional CDM:

- evaporation of sub-halos by tunneling

- interference

- Lyman-alpha forest

- tidal streams and gravitational lensing

- direct detection

- detection by pulsar timing array
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R

Mhost

Msat.

r

Recall tidal disruption:
GMhost

R2

r

R
∼ GMsat.

r2

r = disruption radius

Quantum pressure is expected to alter this.

Tuesday, September 26, 2017



-1

-0.8

-0.6

-0.4

-0.2

0

0

0.2

0.4

0.6

0.8

1

0 5 10

0

Msatellite > 108M⊙ in Milky Way

Tuesday, September 26, 2017



- dynamical friction

Possible diagnostics of FDM vs conventional CDM:

- evaporation of sub-halos by tunneling

- interference

- Lyman-alpha forest

- tidal streams and gravitational lensing

- direct detection

- detection by pulsar timing array
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Figure 2: A slice of density field of !DM simulation on various scales at zzz=== 000...111. This scaled sequence
(each of thickness 60 pc) shows how quantum interference patterns can be clearly seen everywhere from
the large-scale filaments, tangential fringes near the virial boundaries, to the granular structure inside the
haloes. Distinct solitonic cores with radius ∼ 0.3− 1.6 kpc are found within each collapsed halo. The
density shown here spans over nine orders of magnitude, from 10−1 to 108 (normalized to the cosmic mean
density). The color map scales logarithmically, with cyan corresponding to density ! 10.

graphic processing unit acceleration, improving per-
formance by almost two orders of magnitude21 (see
Supplementary Section 1 for details).

Fig. 1 demonstrates that despite the completely
different calculations employed, the pattern of fil-
aments and voids generated by a conventional N-
body particle "CDM simulation is remarkably in-
distinguishable from the wavelike "!DM for the
same linear power spectrum (see Supplementary Fig.
S2). Here " represents the cosmological constant.
This agreement is desirable given the success of stan-
dard "CDM in describing the statistics of large scale
structure. To examine the wave nature that distin-
guishes !DM from CDM on small scales, we res-
imulate with a very high maximum resolution of
60 pc for a 2 Mpc comoving box, so that the dens-
est objects formed of " 300 pc size are well re-
solved with ∼ 103 grids. A slice through this box
is shown in Fig. 2, revealing fine interference fringes
defining long filaments, with tangential fringes near

the boundaries of virialized objects, where the de
Broglie wavelengths depend on the local velocity of
matter. An unexpected feature of our !DM simula-
tions is the generation of prominent dense coherent
standing waves of dark matter in the center of every
gravitational bound object, forming a flat core with
a sharp boundary (Figs. 2 and 3). These dark matter
cores grow as material is accreted and are surrounded
by virialized haloes of material with fine-scale, large-
amplitude cellular interference, which continuously
fluctuates in density and velocity generating quan-
tum and turbulent pressure support against gravity.

The central density profiles of all our collapsed
cores fit well with the stable soliton solution of the
Schrödinger-Poisson equation, as shown in Fig. 3
(see also Supplementary Section 2 and Fig. S3). On
the other hand, except for the lightest halo which
has just formed and is not yet virialized, the outer
profiles of other haloes possess a steepening loga-
rithmic slope, similar to the Navarro-Frenk-White

3

Schive, Chiueh, Broadhurst
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- dynamical friction

Possible diagnostics of FDM vs conventional CDM:

- evaporation of sub-halos by tunneling

- interference

- Lyman-alpha forest

- tidal streams and gravitational lensing

- direct detection

- detection by pulsar timing array
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Belokurov, Zucker et al. SDSS II data
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Law, Majewski, Johnston model of Sagittarius stream
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pt mass scatter
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12 HEZAVEH ET AL.

Figure 8. Reconstructed source continuum emission from Band 6 (top panel)
and Band 7 (bottom panel) data on a 10 milli-arcsec pixel grid. The white
dashed curve shows the tangential caustic predicted by our best-fit smooth
model.

5.3. Bounds on the subhalo mass function
Our modeling of the mass distribution around SDP.81 tells

us where subhalos appear to be present, as well as where sub-
halos appear to be excluded, and by combining those two con-
straints we can derive bounds on the mean abundance n(M)
of dark matter subhalos in the vicinity of SDP.81. Specifi-
cally, we use our nonlinear mass model to tell us the number
and masses of the detected subhalos, as well as the area over
which those subhalos are found, and we use our linearized
∆E maps to determine the area on the sky where subhalos
are excluded. Each piece (detections and exclusions) gives a
likelihood for the mean number density of subhalos, P[n(M)],
and by multiplying the likelihoods derived from the detec-

-20

-10

0

10

20

Figure 9. Search for additional substructure. Top panel shows a map of
linearized ∆E for a second subhalo, of mass M = 108.6M⊙, following the
inclusion of one subhalo of mass M ≈ 109M⊙ at the location of the blue
circled cross, using a joint analysis of bands 6 and 7. After adding the subhalo
to the main lens model, no additional subhalos of this mass are found. The
bottom panel shows a similar analysis for a lower mass subhalo, showing a
marginal improvement of E at another point near the first detection.

Table 1
Best-fit lens parameters with 68% uncertainties

Parameter Definition Value
α radial slope 1.06±0.03
log10(M10kpc) mass within 10 kpc (M⊙) 11.60±0.006
�x ellipticity x 0.371±0.019
�y ellipticity y −0.046±0.008
xlens lens x (��) 0.481±0.006
ylens lens y (��) 0.154±0.005
γ1 external shear 0.0004±0.006
γ2 external shear 0.0017±0.006
A3 m=3 multipole [5.90±6.26]×10−3

B3 m=3 multipole [25.44±6.00]×10−3

A4 m=4 multipole [12.53±10.10]×10−3

B4 m=4 multipole [6.52±11.20]×10−3

log10(Msub) subhalo mass (M⊙) 8.96±0.12
xsub subhalo position x (��) −0.694±0.025
ysub subhalo position y (��) 0.749±0.044

TABLE 1.— Table of best-fit parameter values from a joint fit to bands 6 and
7 data. Positions are in arcseconds relative to the ALMA phase center.

Hezaveh, Dalal et al.  ALMA
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- dynamical friction

Possible diagnostics of FDM vs conventional CDM:

- evaporation of sub-halos by tunneling

- interference

- Lyman-alpha forest

- tidal streams and gravitational lensing

- direct detection

- detection by pulsar timing array
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FIG. 11: The best fit model for the MIKE data set (black crosses) used in the present analysis, shown as the green curves and
labelled as “ΛCDM b.f.”. This model is very close to ΛCDM. We also show for qualitative purposes a few other models: a
WDM model that has the same parameters as the best fit model except for the WDM mass (red curves) which is chosen to
be 2.5 keV; a model that has a hotter temperature (orange curves) and a model for which the mass of the WDM is fixed to
mWDM = 2.5 keV, but for which all other parameters are set to their best-fitting values for this choice (blue curves). Note that
for the MIKE data we do not use the z = 5.4 redshift bin.

redshift bin are usually within 20% of the measured opti-
cal depth evolution used as the input into the likelihood
calculation. The inferred values for the amplitude and
slope of the matter power spectrum and for the matter
content do not show biases with respect to the Planck-
like priors we used. Overall the χ2 for the best fit model
is 34 for 37 d.o.f. which has a reasonably high probability
of about 60% of being larger than this value.

Lastly, in Figures 11 and 12 we show our final best-fit
model compared to the data obtained with MIKE and
HIRES, respectively. The best fit model is shown as the
green curves. We also overplot, for comparison purposes
only, three other models that are excluded with very high
significance by the present analysis: a model which has
a WDM mass of mWDM = 2.5 keV (red curves) and a
hot model with a temperature value which has been in-
creased by 3000 K with respect to the best fit case (or-
ange curves). When calculating the predicted flux power
spectrum for these three models we change only one pa-
rameter each time and leave all other parameters fixed
at their overall best fit values. In addition, we show the
case in which fix mWDM = 2.5 keV and allow all other
parameters to assume their best-fitting values under this
assumption (blue curves).

Compared to our previous findings obtained in
Ref. [27], it is worth stressing the main differences. First
of all, from the data side, the sample used here extends
to high redshift and double the amount of spectra con-
tributing to the signal at z > 4. Secondly, both the
simulations and the analysis have been refined by: in-
creasing the number of hydrodynamical simulations and
their resolution; improving the method in a way that al-
lows a full sampling of the most relevant parameter space
(thermal parameters, WDM cutoff and mean flux) com-
pared to a poorer sampling of the parameter space made

in Ref. [27]. When considering only the high-resolution
data set, we improve the limits by nearly a factor three
from 1.2 keV to 3.3 keV at the 2σ C.L., this is due to
both the data and the modelling of the flux power.

VII. JOINT ANALYSIS WITH SDSS DATA

In this Section we present the joint analysis with the
Sloan Digital Sky Survey (SDSS) 1D flux power spec-
trum data of Ref. [72] where the authors have presented
the flux power spectrum of a sample of 3035 QSO ab-
sorption in the redshift range 2 < z < 4 drawn from the
DR1 and DR2 data releases of SDSS. These data have a
spectral resolution of R ∼ 2000, and so typical Lyman-
α absorption features, which have a velocity width of
∼ 30 km s−1, are not resolved. The wide redshift range,
however, makes this data set very constraining in terms
of cosmological parameters. As a final result of their
analysis they present an estimate of flux power spectrum
PF(k, z) at 12 wavenumbers in the range 0.00141 < k
(s/km)< 0.01778, equally spaced in ∆ log k = 0.1 for
z = 2.2, 2.4, 2.6, 2.8, 3, 3.2, 3.4, 3.6, 3.8, 4, 4.2 for a total of
132 data points. This measurement is likely to improve
soon with the new analysis made by the SDSS-III team
of a sample which is about 50 times larger than the one
we utilize here [73].
For the joint SDSS+MIKE+HIRES analysis we have

used a total of 28 parameters: 15 parameters as used for
the HIRES/MIKE spectra (without fUV and the two pa-
rameters describing the effective optical depth evolution
at z = 5) plus 13 noise-related parameters: 1 parameter
which accounts for the contribution of Damped-Lyman-
α systems and 12 parameters modeling the resolution and
the noise properties of the SDSS data set (see [72]). We

Lyman-alpha forest constraint (WDM) Viel, Becker, Bolton, Haehnelt

Naive translation : mWDM ∼ 2.5 keV → mFDM ∼ 10−21 eV

But : allowing non−montonic thermal history relaxes WDM mass bound by 1 keV (Garzilli et al.)

fluctuations in the ionizing background and reionization history could be important

granularity of FDM might be non− negligible

( More recent:   Irsic et al. ,  Armengaud et al. )
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ABSTRACT
The forest of Lyman-α absorption lines seen in the spectra of distant quasars has be-
come an important probe of the distribution of matter in the Universe. We use large,
hydrodynamical simulations from the OWLS project to investigate the effect of feed-
back from galaxy formation on the probability distribution function and the power
spectrum of the Lyman-α transmitted flux. While metal-line cooling is unimportant,
both galactic outflows from massive galaxies driven by active galactic nuclei and winds
from low-mass galaxies driven by supernovae have a substantial impact on the flux
statistics. At redshift z = 2.25, the effects on the flux statistics are of a similar mag-
nitude as the statistical uncertainties of published data sets. The changes in the flux
statistics are not due to differences in the temperature-density relation of the photo-
ionised gas. Instead, they are caused by changes in the density distribution and in the
fraction of hot, collisionally ionised gas. It may be possible to disentangle astrophysi-
cal and cosmological effects by taking advantage of the fact that they induce different
redshift dependencies. In particular, the magnitude of the feedback effects appears
to decrease rapidly with increasing redshift. Analyses of Lyman-α forest data from
surveys that are currently in process, such as BOSS/SDSS-III and X-Shooter/VLT,
must take galactic winds into account.

Key words: cosmology: theory – methods: numerical – galaxies: intergalactic medium
- quasars: absorption lines

1 INTRODUCTION

The H I Lyman-α forest, i.e. the multitude of H I Lyman-
α absorption lines seen in the spectra of distant quasars
(QSOs), is an important cosmological observable that probes
matter density fluctuations in the intergalactic medium
(IGM) over a unique range of redshifts, scales and environ-
ments. Many attempts have been made to measure physi-
cal properties of the IGM using Lyman-α forest data. The
two most common approaches are either based on decom-
posing the information encoded in the transmitted flux via
Voigt profile fitting or treating the flux as a continuous field
with directly measurable statistical properties (e.g. Rauch
1998; Croft et al. 1998, 2002; Meiksin 2009). In the second
approach, measurement of the zero-, one-, two- or three-
point probability distribution functions (i.e. the mean flux
level, the flux probability distribution function, the flux
power and bispectrum) enable a variety of physical prop-
erties to be explored. The mean flux level for example, is

sensitive to the amplitude of the meta-galactic Ultra Vio-
let (UV) background (e.g. Rauch et al. 1997; Tytler et al.
2004; Bolton et al. 2005) while the flux probability distri-
bution function (PDF) is sensitive to the thermal evolu-
tion of the IGM (e.g. Theuns et al. 2000; McQuinn et al.
2009; Bolton et al. 2009; Peeples et al. 2010b,a). The flux
power spectrum has been used to constrain cosmological pa-
rameters and the behaviour of dark matter (DM) at small
scales (Croft et al. 1999; Viel et al. 2004; Seljak et al. 2006;
Viel et al. 2008), the flux bispectrum can be used to search
for signatures of non-Gaussianities in the matter distribution
(Viel et al. 2009) and wavelet techniques can also be applied
in order to constrain the IGM temperature (e.g. Meiksin
2000; Theuns et al. 2002; Garzilli et al. 2012).

The data used for these investigations consist mainly
of two sets of QSO spectra: the SDSS low-resolution, low
signal-to-noise sample and UVES/VLT or HIRES/KECK
samples of high-resolution spectra. The characteristics of the

c© 0000 RAS
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8 Patrick McDonald, Uroš Seljak, Renyue Cen, Paul Bode, and Jeremiah P. Ostriker

Figure 4. Flux power spectrum from the TPM simulation. The
redshifts from top to bottom are z = 4.58, 3.88, 3.29, 2.82, 2.40
and 2.05. The spectra agree qualitatively well with the observa-
tions.

the rest of the background uniform, then the effects in figures
5-6 are reduced roughly by this amount.

There are several qualitative features in figures 5-6
worth pointing out. First is the fact that at high redshifts
where the effect is significant the fluctuations in ionizing
background enhance the power spectrum on large scales. A
second important feature is the rapid decrease of the im-
portance of fluctuations below z = 4. This is a consequence
of the increase in the attenuation length ratt, which leads
to more quasars contributing to a given position and thus
reducing the fluctuations.

For the SDSS power spectrum measurements
(McDonald et al. 2004a) the relevant range is
10−3 s/km < k < 2 × 10−2 s/km and 2.2 < z < 4.2.
These observations do not go to sufficiently high redshift
for these radiation background fluctuation effects to be
clearly visible in the power spectra. There is no evidence
for any enhancement of power on large scales at the highest
redshifts (z = 4.2); note, however, that the statistical
errors are relatively large here (McDonald et al. 2004b).
Some extreme models, like tQSO = 107yr, β = 2.58 and
ratt = 53h−1Mpc produce a 20% effect at k = 10−3 s/km
and z = 3.88. These models are strongly disfavored by
the data. Other models, like tQSO = 108yr, β = 3.4 and
ratt = 106h−1Mpc, produce no effect at this redshift and
are acceptable even if quasars dominate the background
radiation field. The effects are even smaller at lower redshift.

Comparing our results to Croft (2003) at z = 3, we note
that the effect found there is somewhat larger and has the
opposite sign. It is unclear what the source of the difference
is, but one possibility is the hybrid hydrodynamic-dark mat-
ter approach used in Croft (2003), which allows for only a
qualitative estimate of the effect. Another difference in the
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Figure 5. Ratio of the power spectra from simulations with
ionizing background fluctuations versus uniform background, for
various quasar lifetimes and attenuation lengths. This is for bright
end slope of the quasar luminosity function β = 3.41. We assume
all of the ionizing background comes from quasars.
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Figure 6. Same as figure 5 using bright end slope of the quasar
luminosity function β = 2.58.
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Fig. 8.— Convergence test for the number of photon packets to be
used in raytracing. We show the power spectrum of the Lyα forest
flux ∆2

F
(k) in the d500 simulation (no light cone effects or beaming),

for different numbers of photon packets. The top panel shows the
fractional difference in ∆2

F
(k) between the raytraced simulation and

one using a uniform radiation field (Equation 16).

Fig. 9.— Convergence test for the box size, force resolution and
particle mass. We show the power spectrum of the Lyα forest flux
∆2

F
(k) averaged over all realizations for the three sets of simulations

with different box sizes and particle masses. In this case output was
on the lightcone, but the radiation output of quasars was set to be
isotropic. The top panel shows the fractional difference (Eqn. 16) in
∆2

F
(k) between the raytraced simulation and that using a uniform

radiation field.

k ∼ 0.05 h Mpc−1, δu for the long lived quasars is becom-
ing positive again. This corresponds to physical scales of
half-wavelength ∼ 100 h−1Mpc, or close to the distance
light can travel in 108yrs. For scales k >

∼ 1 h Mpc−1, δu

becomes close to zero, at least for the large value of tq,
indicating that fluctuations due to the inhomogeneous ra-
diation field are unlikely to affect ∆2

F(k) on presently ob-
served length scales at more that the 1−2% level. For the
results with tq = 107, the results have not converged quite
as well on the smallest scales, indicating that there is room
for a small amount of excess power. However, this regime
of lengthscales has been probed (at z = 4) by Gnedin and
Hamilton (2002), and by Meiksin and White (2003b), who
find minimal effects.

4.2. Lightcone, beaming and uniform background effects
on the Lyα power spectrum

Given that the d250 simulations have converged for most
of the range of length scales we are interested in, we now
examine the effect of including output on the lightcone
and anisotropically emitted radiation in these runs. In
Figure 10 we show ∆2

F(k) for outputs with and without
these effects, for both values of tq. We find that including
lightcone effects increases the amplitude of the radiation
fluctuations, making suppression of the Lyα power spec-
trum stronger by roughly a factor of 2. The presence of
beamed radiation makes little difference, however, which
is somewhat suprising. It seems as though the smoothing
effect on the radiation field from having more sources per
unit volume has been cancelled out by the fluctuations due
to the limited beaming angle around each source. Even
though the effect of beaming on the one dimensional Lyα
forest statistic is minimal, the radiation field itself does
look dramatically different, as one can see by comparing
panels (e) and (f) of Figure 5.

The results of an additional test are shown in Figure
10. As mentioned in §3.2 we have also computed the ra-
diation field assuming the uniform attentuation approxi-
mation, where there is no shadowing of light and photons
travel isotropically from each source. We have used an
attenuation length of 111 h−1Mpc appropriate for a uni-
form medium. For the lightcone case with tq = 107 y,
we plot the results in Figure 10, where they can be com-
pared with the full treatment. We find that the differ-
ences are quite small, with δu being essentially identical
for k > 0.05 h Mpc−1 and only different by 20% on the
largest scales. From this we can conclude, that the ef-
fect of shadowing in the largely optically thin Universe at
z = 3 is minimal. For this statistic at least, the inclusion
of lightcone effects is more important.

As explained previously, there will be a much more uni-
form component to the radiation field, originating from re-
combination radiation and stellar sources in galaxies. We
expect that the mean intensity contributed in this way
will be approximately equal to that from quasars (Sokasian
et al. 2003). In Figure 11, we explore the effect on ∆2

F(k) of
adding an an extra uniform contribution. We vary this uni-
form background to be from 0.5 to 8 times that of amount
from quasars, and find that the suppression of ∆2

F(k) rel-
ative to a uniform J field goes down as the uniform back-
ground level is raised, as expected. Doubling the uniform
field compared to our fiducial level changes the maximum
supression from 12% to 8% for tq = 108. With a uni-

Croft 2003
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two treatments is the choice of quasar hosts. While we use
actual halos, overdensities were used in Croft (2003). Finally
there are also some differences in the adopted quasar lumi-
nosity function. While redshift dependence was not explored
in Croft (2003), our analysis suggests that a model that pro-
duces a 20% effect at k = 10−3 s/km and z = 3 will lead to
a large effect at z = 4 and will be excluded by the absence
of any such effect in real data (McDonald et al. 2004a).

There could be additional sources of ionizing radiation
such as Lyman break galaxies (Steidel et al. 2003) or rera-
diation of photons from the absorbing sources in the forest
(Haardt & Madau 1996). It is often assumed that due to
their higher density these sources lead to uniform radiation
field and so their effects on ionizing fluctuations need not
be considered. However, these sources can still be clustered
and if the large scale effects are coherent their contribution
could be important. Here we address this by choosing all ha-
los with masses between 1011h−1M! and 1012h−1M! as the
hosts of LBGs. Their number density is 6 × 10−3h3Mpc−3,
comparable or somewhat larger than the density of known
LBGs (Steidel et al. 2003). We assign a luminosity propor-
tional to halo mass and assume long lifetimes, comparable
to the Hubble time at a given redshift. This model need not
be correct, since LBGs could be starburst galaxies hosted by
small halos rather than sitting in the most massive halos at
that redshift (Somerville et al. 2001), but we lack mass res-
olution to resolve these small halos and test this alternative
model. It is likely that the starburst model leads to more
homogeneous radiation background.

The rest of the model is the same as for quasars and in
our calculations we assume all of ionizing background comes
from these sources. In figure 7 we show the effect on the flux
power spectrum as a function of redshift. We see that the
redshift dependence is still present, but is weaker than for
quasars. The effect is small except on largest scales, where
it can reach 10% at redshifts of interest. Interestingly, over
the relevant range of scales the effect leads to a suppres-
sion of power, contrary to the quasar case. This could be a
consequence of coherence between the galaxy field and Lyα
forest which comes into better light for these high density
sources, unlike the case of quasars where shot noise was more
important.

In an actual analysis of the real data (McDonald et al.
2004b) we tried adopting the templates of the worst case
quasar scenario and allowing the fractional quasar contri-
bution to vary smoothly with redshift (while the estimates
of quasar contribution to the total background are uncer-
tain, we do not expect the relative fraction to vary wildly
with redshift (Meiksin & White 2003)). The data strongly
disfavor these models (McDonald et al. 2004b). This could
be because the worst case scenario quasar model adopted
is too extreme, so other models in figures 5-6 could still
be acceptable as they have little or no effect on the flux
power spectrum. Alternatively, the quasar effect should be
combined with the contribution from galaxies, which leads
to an opposite effect and so the two contributions partially
cancel out.

0.001 0.01

0.9

1

1.1

k[s/km]

z=4.58

z=3.88

z=3.29

z=2.82

z=2.40

z=2.05 

Figure 7. Example of the effect on the flux power spectrum if the
sources of ionizing radiation are galaxies with density comparable
to that of LBGs. We find a suppression of power in this case.

4 GALACTIC SUPERWINDS

The effects of GSW on the Lyα forest power spectrum have
been explored before (Croft et al. 2002a; Desjacques et al.
2003), where the wind simulation power spectra were com-
pared to those with no winds. In this paper we perform a
similar analysis using hydrodynamic simulations with and
without GSW, but we also account for the allowed changes
in the mean absorption, temperature-density relation, and
filtering length. These are part of our standard Lyα forest
analysis (McDonald et al. 2004b) and our goal is to inves-
tigate whether there are additional effects that go beyond
the simple changes in the mean transmitted flux fraction,
F̄ , mean temperature, T0, slope of the temperature-density
relation, γ − 1, and filtering length, kF .

Our simulations (similar, but not the same as those
in §2.2) are based on a fixed grid Eulerian cosmological
hydrodynamic code with a TVD shock-capturing scheme
(Cen et al. 2004). They include the effects of cooling, heat-
ing, star formation, and supernova (SN) feedback. The cos-
mology adopted here is standard ΛCDM with Ωm = 0.29,
Ωb = 0.047, H0 = 70km/s/Mpc, and σ8 = 0.85. All of the
simulations used here have a box size of 11h−1Mpc in co-
moving units, 2163 dark matter particles, and gas followed
on a 4323 grid. See Cen et al. (2004) for additional simula-
tions and resolution tests.

As described in Cen et al. (2004), there is no attempt
to model the subgrid physics in these simulations, which
would in principle determine how much of the SN energy
is injected into the galaxies and how much of it can escape
them. Instead it is assumed the wind energy (and mass) flux
is proportional to the star formation rate Ṁ∗ and the propor-
tionality constant is calibrated on observations (Heckman
2003; Pettini et al. 2001). For energy output this implies

c© 0000 RAS, MNRAS 000, 000–000
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Fig. 6.— Probability distribution of temperature T0 for
fluid elements at mean density, for three different redshifts
z = 2.4 (blue dashed histogram), 3.0 (magenta dotted his-
togram), and 3.9 (red solid histogram). The observed tem-
peratures with their 2 σ errorbars are shown at the top.

reionization completes within a relatively short redshift
range (see the left dashed curve in the top panel of Fig.
5). We approximate their probability distribution of (late)
HeII reionization redshifts as a Gaussian centered at 4.1
with a full-width-at-half-maximum of 0.5 (dashed curve in
the bottom panel of Fig. 5). The quasar spectrum is as
described in §3.

We generate reionization histories for an ensemble of
fluid elements (at mean density) in a stochastic way: de-
termining the redshifts of HI (and HeI) reionization, and
HeII reionization by drawing from the probability distri-
butions described in the bottom panel of Fig. 5. The
resulting temperatures at z = 2.4, 3.0, and 3.9 have a
scatter because of the stochastic history, and their proba-
bility distributions are shown in Fig. 6.

The results shown in this figure are intriguing. At
z = 3.9, the distribution (red solid histogram) peaks
around T0 = 2.2 × 104 K, but it has a significant bump
below 104 K as well. This bimodal distribution is a result
of the stochastic reionization history: at z = 3.9, there
is a minority of fluid elements that have not undergone
HeII reionization, and so they are significantly colder, by
more than a factor of 2. There have been attempts in the
past to look for temperature fluctuations (beyond what
one expects from variations with density) in the Lyα forest
(Zaldarriaga 2002, Theuns et al. 2002b). So far there has
been no detection. Our results indicate that the stochas-
ticity of reionization can detectably increase the width of
the temperature distribution. It will be very interesting to

quasar population in a semi-analytical model and obtained a similar
result: HeII reionization extends beyond z ∼ 4, but is complete by
around then.

confirm our results by a more detailed analysis that folds
in a realistic density distribution, and to apply the obser-
vational search techniques to larger datasets and to higher
redshifts (z ∼ 3 so far).

The formal mean and rms scatter of T0 at z = 3.9 is
1.8 × 104 ± 7 × 103 K. It can be seen from Fig. 6 that
the scatter gets progressively smaller as one goes to lower
redshifts: at z = 3.0, T0 = 1.7 × 104 ± 8 × 102 K; at
z = 2.4, T0 = 1.5 × 104 ± 5 × 102 K. The scatter at these
lower redshifts are no larger than the expected scatter from
shock-heating as well as dynamics (e.g. Croft et al. 1997,
Hui & Gnedin 1997, Dave & Tripp 2001).

6. DISCUSSION

We find that the temperature of the IGM, as inferred
from Lyα forest spectra at redshifts z ≈ 2 − 4, leads to
several interesting conclusions. Especially interesting are
the conclusions we obtain when the Lyα forest tempera-
ture is considered together with the WMAP results. Our
main conclusions are summarized as follows:

• A vanilla reionization model, where XHI, XHeI, and/or
XHeII undergo order unity changes at z > 10, but
suffer no such changes at z < 10, is ruled out by
temperature measurements of ZHT01, especially at
z = 3.9. This relies on assumptions about the ion-
izing spectrum, which are discussed in §3. For a
power-law spectrum, rigorous requirements can be
put on the hardness of the ionizing background to
evade the the above argument: α < 0.12 if helium is
doubly ionized, or α < −2.2 if helium is singly ion-
ized, for J ∝ ν−α (with a cutoff at νHeII if helium is
only singly ionized). The idea of an asymptotic evo-
lution for the thermal state of the IGM is quite useful
in formalizing the above argument. The asymptote
(at 2 ≤ z ≤ 4) is described quite accurately (∼ 5%)
by eq. (4). It is reached as long as any order unity
changes in XHI, XHeI, and/or XHeII occur prior to
z = 10.

• Conversely, the requirement by WMAP that the uni-
verse reionizes early, at z > 10, implies the reion-
ization history is complex. To fulfill the temperature
constraints, there must be additional periods of or-
der unity changes in one or more of the fractions
XHI, XHeI, XHeII at redshift below 10. This is an
argument separate from the argument based on the
evolution of mean transmission (Haiman & Holder
2003; based on the Gunn-Peterson troughs observed
by Becker et al. 2001 and Fan et al. 2003 at z ∼ 6,
and comparison against an extrapolation from lower
redshifts).

• Exactly what kind of changes at z < 10 are neces-
sary to match the temperature constraint at z = 3.9
depends critically on the ionizing spectrum. If the
spectrum is harder than ν−1.5 above the HI and HeI
ionization thresholds (i.e. harder than the ’quasar’
spectrum discussed in §3), then order unity changes
in XHI and XHeI in the period 6 ∼

< z ∼
< 10 (the lower

limit of 6 being set by the SDSS mean transmission
measurements; Fan et al. 2002), even without ac-
companying changes in XHeII (i.e. no HeII reioniza-
tion), are sufficient to heat up the IGM to within the

LH, Haiman

Spread of temperature (at mean density) increases as z       reionization.
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FIG. 3: Axion parameter space, (m, gN ). The QCD axion paired with the ULA is shown for reference, along with the specific

point fQCD = 10
11

GeV, which is our reference value. BHSR excludes a range of masses at 2σ independent of DM abundance

and coupling strength [76]. SN1987A excludes the shaded region with gN � 8.2 × 10
−10

, independent of DM abundance and

axion mass [79]. The region both allowed and detectable using cosmology, and relevant to the small-scale crises of CDM is

10
−22

eV � m � 10
−18

eV [24–26, 28–30]. We show the ZN models in this regime only, and also show the target region where

fULA allows for the ULAs to be the dominant form of DM without fine tuning. The region accessible to direct detection using

the spin precession technique of CASPEr-Wind [34, 35] is also shown. The cosmologically relevant regime of the ZN models

lies well within the projected sensitivity of CASPEr-Wind, and is not excluded by any other probes.

This translates into a bound |gN | � 8×10−10 GeV, which
is applicable to all ALPs, regardless of their DM contri-
bution. Our models easily avoid the SN1987A constraint,
due to the large values of fULA, as shown in Fig. 3.

A direct coupling of axion DM to nucleons induces
nuclear spin precession with respect to the DM wind,
and this could be detected using nuclear magnetic reso-
nance [34]. An experiment to detect this effect works on
similar principles to the Cosmic Axion Spin Precession
Experiment (CASPEr), and has been dubbed “CASPEr-
Wind.” In contrast, the original CASPEr experiment of
Ref. [35] has been dubbed “CASPEr-Electric.” CASPEr-
Electric uses the axion coupling to the neutron EDM, and
requires an applied electric field in order to detect axions.
In our model, the QCD axion has an EDM coupling via
GG̃, but the ULA has no such coupling due to the vanish-
ing color anomaly. As the ULA contributes the dominant
form of DM, this renders our model largely invisible to
CASPEr-Electric.

CASPEr-Wind searches for axions using the nucleon
coupling, and thus requires no applied electric field.
Approximate sensitivity curves for CASPEr-Wind are

shown in Fig. 3. ULAs oscillate with a very low fre-
quency, and for m = 10−22 eV the spin precession fre-
quency ν = m−1 ∼ 10−7 Hz. The corresponding period
is t ∼ months. No detailed experimental study has been
made of the sensitivity of CASPEr-Wind to such low fre-
quencies, and as such the backgrounds and other issues
are unknown. We extrapolate the sensitivity from the
lowest mass considered in Ref. [34], m = 10−14 eV, as
a constant, gN = 10−20 GeV−1 (assuming a 3He sam-
ple). This is likely a conservative extrapolation, assum-
ing that all low frequencies can be constrained simulta-
neously with a broadband search. A constant sensitivity
at low frequencies in a broadband search is expected if
the only limitations are magnetometer and magnetiza-
tion noise. The projected sensitivity of CASPEr-Wind
is broad, and even under these conservative assumptions
covers the cosmologically and astrophysically relevant re-
gion of the ZN ULA models.

from Kim, Marsh 2015  (see also Graham, Rajendran 2013,   Budker et al. 2013)

∂µφ Ψ̄γµγ5Ψ
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We report on a search for ultra-low-mass axion-like dark matter by analysing the ratio of the spin-
precession frequencies of stored ultracold neutrons and 199Hg atoms for an axion-induced oscillating
electric dipole moment of the neutron and an axion-wind spin-precession effect. No signal consistent
with dark matter is observed for the axion mass range 10

−24 eV ≤ ma ≤ 10
−17 eV. Our null result

sets the first laboratory constraints on the coupling of axion dark matter to gluons, which improve
on astrophysical limits by up to 3 orders of magnitude, and also improves on previous laboratory
constraints on the axion coupling to nucleons by up to a factor of 40.

I. INTRODUCTION

Astrophysical and cosmological observations indicate
that 26% of the total energy density and 84% of the total
matter content of the Universe is dark matter (DM) [1],
the identity and properties of which still remain a mys-
tery. One of the leading candidates for cold DM is the
axion, a pseudoscalar particle which was originally hy-
pothesised to resolve the strong CP problem of quantum
chromodynamics (QCD) [2–9]. Apart from the canonical
QCD axion, various axion-like particles have also been
proposed, for example in string compactification models
[10–15].

Low-mass (ma � 0.1 eV/c
2) axions can be produced

efficiently via non-thermal production mechanisms, such
as vacuum misalignment [16–18] in the early Universe,

∗ Corresponding author, N.Ayres@sussex.ac.uk
† Corresponding author, mrawlik@phys.ethz.ch

and subsequently form a coherently oscillating classical
field [19]: a = a0 cos(ωt), with the angular frequency of
oscillation given by ω ≈ mac

2
/�, where ma is the axion

mass (henceforth, we shall adopt the units � = c = 1).
The oscillating axion field carries the energy density
ρa ≈ m

2
aa

2
0/2. Due to its effects on structure forma-

tion [20], ultra-low-mass axion DM in the mass range
10

−24 eV � ma � 10
−20 eV has been proposed as a DM

candidate that is observationally distinct from, and pos-
sibly favourable to, archetypal cold DM [15, 21–24]. The
requirement that the axion de Broglie wavelength does
not exceed the DM size of the smallest dwarf galaxies
and consistency with observed structure formation [25–
27] give the lower axion mass bound ma � 10

−22 eV,
if axions comprise all of the DM. However, axions with
smaller masses can constitute a sub-dominant fraction of
DM [28].

It is reasonable to expect that axions interact non-
gravitationally with standard-model particles. Direct
searches for axions have thus far focused mainly on their
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Abstract: An ultralight free scalar field with mass around 10−23 − 10−22 eV is a
viable dark mater candidate, which can help to resolve some of the issues of the
cold dark matter on sub-galactic scales. We consider the gravitational field of the
galactic halo composed out of such dark matter. The scalar field has oscillating in
time pressure, which induces oscillations of gravitational potential with amplitude
of the order of 10−15 and frequency in the nanohertz range. This frequency is in the
range of pulsar timing array observations. We estimate the magnitude of the pulse
arrival time residuals induced by the oscillating gravitational potential. We find that
for a range of dark matter masses, the scalar field dark matter signal is comparable
to the stochastic gravitational wave signal and can be detected by the planned SKA
pulsar timing array experiment.ar
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Fig. 1. Residual pulse times of arrival, !t, for the four pulsars used in our analysis. These 
are PSR J1909-3744 (panel A), PSR J0437-4715 (panel B), PSR J1713+0747 (panel C), and PSR 
J1744-1134 (panel D). 
  

Shannon et al. 

Tuesday, September 26, 2017



- dynamical friction

Possible diagnostics of FDM vs conventional CDM:

- evaporation of sub-halos by tunneling

- interference

- Lyman-alpha forest

- tidal streams and gravitational lensing

- direct detection

- detection by pulsar timing array

Tuesday, September 26, 2017



Additional slides follow.

Tuesday, September 26, 2017



Tuesday, September 26, 2017



Tuesday, September 26, 2017



rms shear of tidal stream ∼ N3/2R−1

�
d2k⊥Pδ(k⊥)

where R = orbital radius , N = no. of orbits ,

Pδ = substructure power spectrum

Average shear vanishes, but rms shear builds 
up in a random walk.
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Star Stream Folding 3

Fig. 1.— Face on views of a time sequence within one simula-
tion. A range of stream locations are sampled with ten rings with
1000 particles per ring. These idealized streams are initiated on
purely circular orbits which would preserve their appearance in the
absence of sub-halos. The time is shown in Gyr indicated in the
lower right of each sub-panel. The plotted radii are the arctangent
of the rmax scaled radii to allow a more uniform display. Note how
a wave-like perturbation evolves into a z-fold which gradually leads
to a scrambling of the ring.

Fig. 2.— The radial velocities around a ring, with angle plotted in
radians. The dots show the radial velocities, offset by 30 km s−1, of
the individual particles in a ring initially at 34 kpc at 8.3 Gyr. The
solid line shows the mean velocity averaged over 5.625 degrees. The
dotted lines show the velocity dispersion around the circle. Note
that the radial kinetic energy of the entire ring is much larger than
this average velocity dispersion around the local mean. The same
plot using only 100 sub-halos has the samel large-scale features and
but less small scale dispersion.

perturbation, developing into the z-fold that will be ob-
servationally apparent as a stream widening or velocity
dispersion increase. An individual fold is readily visible
for about a rotation period. Distortions in the opposite
sense tend to smooth out with time.

A practical approach to measuring the local velocity
dispersion, often used in observational work, is to com-
pute a local mean velocity by averaging over some range
of angles, then calculate the local velocity dispersion from
the differences relative to this local mean. For the mea-
sures here we use an angular range of 90◦ down to 2◦ for
averaging. The mean velocity and local velocity disper-
sion measure as a function of angle around the circle for
a specific realization is shown in Figure 2.

The increase with time of the RMS radial velocity dis-
persion relative to the local mean velocity using the range
of averaging angles, ranging from 90 degrees, or ±45◦, to
2◦, or ±1◦, is shown in Fig. 3, again for the inner five
rings. The complete set of rings show the same increase
but with about a 20% lower velocity dispersion at any
time than the inner five. The increase with time of the ra-
dial velocity dispersion is σr = 17.1 (t/10 Gyr)0.67 km s−1

and to 13.5 (t/10 Gyr)0.88 kms−1, for averaging angles of
90 and 2 degrees, respectively. In this fit we have ex-
cluded data with t < 2Gyr which steepens the slope
beyond 1 and does not accurately reflect the majority of
the growth rate.

The growth of velocity dispersion with time can be
understood as the action of the folding process on an
initially cold stream. In the cold stream the increase of
velocity dispersion is proportional to a linear rate of in-
teractions. However, as the stream becomes folded the
changes begin to resemble a random walk and the growth
becomes closer to

√
t. For our 21 simulations there is es-

sentially no correlation between the final overall velocity
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