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Agenda

> Maxwell Overview -> Frank

> SLURM -> Sergey

> Storage in Maxwell -> Sven

> Services & Support -> Sergey/Frank

> Additional discussion:

> Lectures and seminars on HPC and
more -> Your input!
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HPC and Maxwell

> Maxwell Cluster

> Important asset in DESY computing landscape

> Hosting (parts of) P3 and XFEL analysis

> IT will expand Maxwell in 2017, details t.b.d.
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... Not to forget another important facility: BIRD

> BIRD: Batch Im Rechenzentrum DESY

> Maxwell: “The cluster with big machines with ultra-fast network“

> BIRD: „The larger cluster with “smaller“ machines with “normal“ network“
§ Machines typically have 5 GB/core

§ Machines more heterogeneous than Maxwell

§ 1 GE (some 10 GE) interconnect, no InfiniBand

§ Multi-core support, but no multi-node support

§ Some filesystems only available on Maxwell, or on BIRD

§ Much larger (currently 7k cores, planning to join with GRID cluster)

> Current development activity: Changing batch system
§ From SGE to HTCondor ... Hopefully in second half of 2017
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HTCondor Workshop @ DESY

> https://indico.cern.ch/event/611296/overview

> Admin and advanced users workshop


