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in Section 6.1 the implications of removing the (g − 2)µ

constraint. We also discuss the predictions of our fits for
BR(b → sγ), Ωχh2 and Mh, presenting the likelihood
functions for each of these observables without their own
contributions. None of these observables exhibits any sig-
nificant tension with the others.

2 Description of the Frequentist Statistical
Method Employed

We define a global χ2 likelihood function, which combines
all theoretical predictions with experimental constraints:
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Here N is the number of observables studied, Ci repre-
sents an experimentally measured value (constraint) and
each Pi defines a prediction for the corresponding con-
straint that depends on the supersymmetric parameters.
The experimental uncertainty, σ(Ci), of each measure-
ment is taken to be both statistically and systematically
independent of the corresponding theoretical uncertainty,
σ(Pi), in its prediction. We denote by χ2(Mh) and
χ2(BR(Bs → µµ)) the χ2 contributions from the two mea-
surements for which only one-sided bounds are available
so far, as discussed below. Furthermore we include the
lower limits from the direct searches for SUSY particles
at LEP [64] as one-sided limits, denoted by “χ2(SUSY
search limits)” in eq. (1).

We stress that, as in [4,53], the three standard model
parameters fSM = {∆αhad, mt, MZ} are included as fit
parameters and allowed to vary with their current exper-
imental resolutions σ(fSM). We do not include αs as a fit
parameter, which would have only a minor impact on the
analysis.

Formulating the fit in this fashion has the advantage
that the χ2 probability, P (χ2, Ndof), properly accounts
for the number of degrees of freedom, Ndof , in the fit and
thus represents a quantitative and meaningful measure for
the “goodness-of-fit.” In previous studies [53], P (χ2, Ndof)
has been verified to have a flat distribution, thus yielding
a reliable estimate of the confidence level for any par-
ticular point in parameter space. Further, an important
aspect of the formulation is that all model parameters
are varied simultaneously in the MCMC sampling, and
care is exercised to fully explore the multi-dimensional
space, including possible interdependencies between pa-
rameters. All confidence levels for selected model param-
eters are performed by scanning over the desired parame-
ters while minimizing the χ2 function with respect to all

other model parameters. That is, in order to determine
the function χ2(x) for some model parameter x, all the
remaining free parameters are set to values corresponding
to a new χ2 minimum determined for fixed x. The function
values where χ2(x) is found to be equal to χ2

min +∆χ2 de-
termine the confidence level contour. For two-dimensional
parameter scans we use ∆χ2 = 2.28(5.99) to determine
the 68%(95%) confidence level contours.

Only experimental constraints are imposed when de-
riving confidence level contours, without any arbitrary
or direct constraints placed on model parameters them-
selves.3 This leads to robust and statistically meaning-
ful estimates of the total 68% and 95% confidence levels,
which may be composed of multiple separated contours.
Finally, the sensitivity of the global fit to different con-
straint scenarios can be studied by removing one of the
experimental constraints or by rescaling one of the exper-
imental uncertainties, as discussed in Sect. 3 in [4]. Stud-
ies of such scenarios are particularly helpful in identifying
which experimental data are most useful in constraining
the theoretical model and hence in precisely studying how
hyper-volumes in parameter space become more tightly
constrained (either now or in the future).

Since each new scenario in which a parameter is re-
moved or an uncertainty re-scaled represents, fundamen-
tally, a new χ2 function which must be minimized, mul-
tiple re-samplings of the full multi-dimensional param-
eter space are, in principle, required to determine the
most probable fit regions for each scenario. However, these
would be computationally too expensive. To avoid this dif-
ficulty, we exploit the fact that independent χ2 functions
are additive and result in a well defined χ2 probability.
Hence, we define “loose” χ2 functions, χ2

loose, in which the
term representing some constraint, e.g., ΩCDM, is removed
from the global χ2 function. The χ2

loose function represents
the likelihood that a particular set of model parameter val-
ues is compatible with a sub-set of the experimental data
constraints, without any experimental knowledge of the
removed constraint.

An exhaustive, and computationally expensive, 25 mil-
lion point pre-sampling of the χ2

loose function is then per-
formed in the full multi-dimensional model parameter
space using a MCMC. Constraint terms representing the
various experimental scenarios are then re-instated or re-
moved to form different χ2 functions, one for each scenario
studied. If the scenario requires an additional constraint
to be removed from the χ2

loose function, the density of
points pre-sampled for the χ2

loose function was carefully
tested and verified to also be an unbiased and sufficiently
complete sampling of the studied model parameter space
for the full χ2 function by using dedicated MCMC sam-
ples of approximately one million sampling points each,
where the particular constraint in question was removed.

3 For reasons of stability of higher-order contributions, we
limit the range of tanβ to values below tanβ = 60. As ex-
plained in Section 3 below, we furthermore impose a cut on
parameter regions where the higher-order corrections relating
the running mass to the on-shell mass of the pseudo-scalar
Higgs boson get unacceptably large.


