oo
"""""
- -

DeepLearnPhysics

,Colla borative Development of Deep Neural &8s | ) Caliboration

>
....
0000000

ﬂ ,Networks for Particle Imaging Detectors

DeepLearn Physics

Drawing credits: higgstan.com

Collaboration: Physicists from different groups In traditional image analysis with neural

(theoretical/experimental) working together to develop networks, first find features (x) and then . O '
machine learning (ML) applications and software tools. train to associate them with some output D) iy
In particular computer-vision techniques for imaging (y). Features examples: vertices, tracks, g > 0).

detectors (time projection chambers, CCD, etc.)

CNNs made of successive convolutional
layers that identify location of specific

Tools L. ; Liquid Argon Time Projection Chambers
. 111 1 http://microboone.fnal.gov/public-notes
Public data M. Aloorith for certain image types by learning the
oritnm . . MICROBOONE-NOTE-1002-PUB
Sharing Rg&D COHVOlutlonal layer patterns On ]‘tS Own A Run 3469 Event 53223, October 21°%%, 2015

Conference Bi-weekly

; Filter ron Feature Map Introduction to CNNs Feature Maps
WOI’kShOp meetlngs 7o 200 Ao]utput r<ﬁ C N Filters
DeepLearnPhYSICS i ; -; i /}ctiva{ion
- unction
-101/0
Research Collaboration : Tt el 6
‘ TutOI'lal L1 “r Image Image
" - — 0/ 1/0]-1
”y L e J r V3 (1) -11 03 11 ] . Image . . Image
g & \g 11 21| inconvolutional layer, apply apply operation with same can apply
= pattern/filter at image location filter over whole image . many filters

e )
Open Data /\ Github

CNN for Image Classification Example: Particle type

1dentification in MicroBooNE

Goal: Categorize NxM pixel image 1 A +/TPC (JINST Po3011.12, 2017)

How: Apply successive convolution &
down-sampling ol?eratlons t.o tr.an.sform MicroBooNE MicroBooNE
data into 1D discriminants Simulation Simulation

Techniques for LArTPC Data

Reconstruction
Using deep neural networks to identify
Poster# 288 Darticle types and neutrino interaction

@ wall 120 topology analysis.

Input Image

-
Deep Learning in SBND Pixel-level AN 1D array of
Using a deep neural network to neutrino ID 3rd . discriminants MicroBooNE MicroBooNE
tag background cosmogenic ond convolution Simulation Simulation
particles at the pixel level, the / convolution
N biggest background to analyses. — &) V6
Poster# 190 1st convolution AAN8Oa L0 ] " electron

@ wall 93

‘ - < " e

Region-CNN (R-CNN) for Object/Feature Detection /,. .,

boat : 0.970

Faster R-CNN
Trained to detect 23 objects in
photographs (arXiv:1506.01497),
re-trained to detect neutrino
interaction in MicroBooNE
LArTPC (JINST P03011.12, 2017).

person : 0.983
person 0983

Use the output of deep layer
| to estimate the object location in
' the original image resolution.

Feature extraction
“written text”

| Assumption: feature maps
encode information to deduce
higher precision.

Runs faster than a traditional
object detection algorithm by
making a prediction from the
reduced image resolution.

Multi-task Network: the
whole image classification + local p=ySIER -
feature detection. \ ¥ 7 VY MicroBooNE

“>_ IV Simulation + Data Overlay

“Feature maps”
preserves rough
location of features

Feature extraction
“human face”

Credit: DeepVis Toolbox (arXiv:1506.06579)

CNN for Pixel-Level Analysis (Segmentation)

Pixel Segmentation: Analyze features at the pixel-level. Software: Many good open-source deep learning (DL) softwares developed in

How: First, extract high-level features by successive tech. industries. LArCV is a bridge between your experiment & those softwares.
convolution & down-sampling operations. Second, extrapolate

back to a higher resolution using convolution & up-sampling.

Getting Started: Software & Samples

LArCV: Our software provides event processing framework with file format &
I/0, data structure designed for 2D /3D information, multi-threaded fast data-
read for network training, and extensive Python APIs to interface DL softwares.

Intermediate, low-resolution
~ “human face”

Open Data Sample: Data is the heart of modern machine learning. We
provide open physics simulation samples for collaborative development work.

DeepLearnPhysics <5 W Included information % -
3D particle 51mulat10n ‘W fortraining a network =]
; _‘:'sample .. .. B for Voxel clusterlng

feature
tensor

Output Image

Input Image

DeepLearnPhysics Identifying electromagne.tic' |
public simulation sample o showers using deep neural -
IV Pt network (segmentation)
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