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• Run 2 is almost over and both experiments have collected 100 inverse 
fb so far


• no signs of new physics


• BSM studies are one of the main tasks at the LHC











huge number of analyses covering all regions of NP



• searches are continuously becoming more complex


• in 2010 simple cut and count searches with a few SR


• now, searches are extremely intricate with very 
advanced analysis techniques such as mT2 type 
variables, jet substructures, BDT, NN and so on


• focus on non standard signatures like LLP searches


• hundreds to thousands of complex SR

analysis strategies



however,  
do we really  

cover all models?

H. Murayama



experimentalists have interpreted  
results in terms of 

popular BSM, 
simplified 

models 
and 
EFT

1506.03116



• the limits shown by ATLAS and CMS 
depend on many assumptions


• particle content


• couplings


• mass hierarchy


• production modes, decay channels 
and branching ratios can change 
drastically



drastic changes of limits...



...another example



• simplified model limits are too strong/optimistic


• simplified model signatures cannot cover a complete 
model.


• we want to test all possible models and their signatures


• but how can phenomenologists (re)interpret experimental 
results?



we could ask the experimentalists



probable answer: no

we could ask the experimentalists



we make our own reinterpretation of the LHC data

we could ask the experimentalists
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this is already a 
formidable 
task!

... and super 
time consuming 

and extremely boring



our idea

provide your Lagrangian and we

tell you whether your BSM is allowed

how?



recasting 
based 
on MC 

simulation

machine 
learning 
based 

recasting

simplified 
model 
based 

recasting



most 
general approach

very 
fast and 
can test 

complicated 
models

fast and 
conservative 

approach



very  
CP 

consuming

very model 
specific, 

classifier/regressor 
 needs to 
be trained 

on each model

only 
simple 

topologies  
can be 

covered



ATOM 
CheckMATE 
ColliderBit 

Contur 
MadAnalysis 5 

Rivet

SCYNet 
SUSY-AI

Fastlim 
SModelS





www.hepforge.checkmate.org

http://www.hepforge.checkmate.org
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Black Box



Black Box

HepMC 
Madgraph 

Pythia 
Delphes

allowed/excluded



what BSM signatures are covered?





 a few examples
Minimal Natural SUSY after LHC8 (1511.04461)

Global analysis of the pMSSM in light of the Fermi GeV excess: prospects  
for the LHC Run-II and astroparticle experiments (1507.07008)

• 6D natural SUSY random scan


• all relevant 8 TeV searches were 
included


• derived mass limits for lightest stop 
and gluino which were not excluded

• in this analysis, the Fermi excess was 
accommodated in the pMSSM19


• global fit taking into account all pheno 
constraints


• all model points were tested against  8 
TeV LHC searches



 a few examples
Little Higgs Model with T-Parity under 13 TeV LHC data (1801.06499)

Simplified dark matter models with two Higgs doublets: I. Pseudoscalar mediators 
(1701.07427)

• little Higgs models with T parity have 
similar final state signatures as SUSY


• the authors tested model points against 
all available 13 TeV searches in CM


• also discussed the HL-LHC scenario

• model was tested against future mono 
Z, mono H and tt + MET searches


• the authors used CM for the whole 
MC chain


• searches were implemented in CM



 analysis preservation

• the possibility to recycle LHC searches


• ATLAS and CMS have started to study analysis 
preservation


• we need analysis preservation for phenomenologists


• recasting tools such as CheckMATE, MadAnalaysis and 
Rivet are very important for analysis preservation
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Model complexity
simplified models 
(1-3 parameters)

constrained models, e.g. mSUGRA 
(4-6 parameters)

general models, e.g. pMSSM 
(7-20 parameters)

num
ber of param

eters

with increasing complexity, a general scan of parameter  
space becomes impractical (curse of dimensionality)



the idea: SUSY-AI

SLHA

Excluded

Allowed
Machine 

Learning Algorithm

≈ 5000 predictions / CPU second

1605.02797



training data: 
ATLAS pMSSM-19 study

• ATLAS (1508.06608) 
performed a study on the 
pMSSM-19 

• ATLAS considered 5x10^8 
model points based on 
1206.4321 

• 310,327 model points satisfy 
all theoretical and 
experimental constraints



pMSSM-19 and ATLAS



ratio of majority class 
per bin

use training data to learn classification

it learns a confidence level of its 
classification using training data

allowed excluded allowed excluded
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13 TeV constraints

1605.09502



T=
O

(h
ou

rs
)

Lagrangian

Feynman 
Rules

Matrix Element

Parton Events

Hadron Level

Analysis

Detector



T=
O

(h
ou

rs
)

T=
O

(m
s)

Lagrangian

Feynman 
Rules

Matrix Element

Parton Events

Hadron Level

Analysis

Detector



SUSY-AI Online

www.susy-ai.org
www.hepforge.susy-ai.org

http://www.hepforge.checkmate.org
http://www.hepforge.checkmate.org


• with ML we go from discrete data to a continuous 
function


• we can reconstruct the exclusion boundary of the 
pMSSM19


• however, in some regions SUSY-AI is less certain



• we want to generate more points in those regions (active 
learning)


• moreover, we want to sample points which are not 
excluded with large "certainty"


• currently we are working on other classifiers in the BSM-
AI project



we used machine learning 
to test models with 
classification 
methods

we also want to 
predict the likelihood



• LHC constraints cannot easily be included in the 
likelihood calculation

• LHC computations are prohibitively expensive

• e.g., the ATLAS electroweakino paper had 500 millions 
benchmark points -> they approximated the likelihood 
function

• in codes like Mastercode the LHC likelihood calculation is 
the most time consuming part



Model Parameters

MC generator

Detector Simulator

CheckMATECross Section

• we have to perform the LHC 
step for each benchmark point

• in particular, the MC event 
generation takes a lot of time

• is there a way to improve the 
performance?



• we replace the expensive 
computations with ML 
techniques

• the efficiencies and the 
production cross sections 
are predicted in supervised 
ML

Model Parameters

MC generator

Detector Simulator

CheckMATECross section

ML

ML



DM study

4D simplified AV DM scenario

1712.04793



• we assume a future excess with 100 
inverse fb of data

• extrapolate current BKG estimates for 
all SR to the higher luminosity

• projected sensitivity depends on 
uncertainty of predicted SM rates

• recent ATLAS monojet searches have 
reduced systematic errors from 5% to 
3% 

• we consider two scenarios: 
systematic error ~ 1% & 3%



Training
• we generated monojet signals


• we use distributed Gaussian 
Processes to predict the SR 
efficiencies

• NN are trained on the NLO XS

• dijet classifier



Results



Natural SUSY

• 6D natural SUSY


• we assumed a excess in the HL-
LHC phase


• calculated efficiencies in 0L and 1L 
stop searches defined in ATLAS-
PUB-2013-011


• stops decay to tops, b, W/Z or 
Higgs and LSP

1611.02704



Natural SUSY
• we used Gaussian Processes


• we had 18647 models and used 
16k for training


• O(10) min to train per SR


• 0.06 sec/prediction


• 154k likelihood  
evaluation



Summary
• reinterpretation tools of LHC results are very important to make LHC data 

more accessible to pheno community


• allows to test any BSM


• analysis preservation


• ATOM, Contur, CheckMATE, ColliderBit, Fastlim, MadAnalysis, Rivet, 
SModelS


• high dimensional parameter fits are computationally expensive


• ML algorithms allows for fast global fits


• SCYNet, SUSY-AI



Backup



Madgraph+Pythia 8
[Parameters] 
Name: madgraph 
SLHAFile: point.slha 
Analyses: 8TeV 
RandomSeed: 10 

[squ_asq] 
MGCommand: import model mssm; 
           define sq  = ul ur sl sr dl dr cl cr; 
           define sq~ = ul~ ur~ sl~ sr~ dl~ dr~ cl~ cr~; 
           generate p p > sq sq~ 

KFactor: 1.96 
MaxEvents: 1000 testparam_madgraph.dat



13 TeV analyses
#Name                NSR  Description                                                                                 Lumi  
atlas_1604_01306     1    photon + MET search at 13 TeV                                                               3.2       
atlas_1605_09318     8    >= 3 b-jets + 0-1 lepton + Etmiss                                                           3.3       
atlas_1609_01599     9    ttV cross section measurement at 13 TeV                                                     3.2         
atlas_conf_2015_082  1    leptonic Z + jets + Etmiss                                                                  3.2       
atlas_conf_2016_013  10   4 top quark (1 lepton + jets, vector like quark search)                                    3.2    
atlas_1606_09150 1    diphotons and met                                                                           3.2       
atlas_conf_2016_050  5    1-lepton + jets + etmiss (stop)                                                             13.3      
atlas_conf_2016_054  10   1-lepton + jets + etmiss (squarks and gluino)                                               14.8     
atlas_conf_2016_076  6    2 leptons + jets + etmiss                                                                   13.3      
atlas_conf_2016_096  8    2-3 leptons + etmiss (electroweakino)                                                       13.3    
atlas_conf_2016_066 2    search for photons, jets and met                                                            13.3    
atlas_conf_2017_022  24   squarks and gluinos, 0 lepton, 2-6 jets                                                     36.1      
atlas_conf_2017_019  6    search for stops with Higgs or Z                                                            36.1      
atlas_conf_2017_060 20   monojet search                                                                              36.1      
atlas_conf_2017_039 37   ATLAS, 2-3 leptons + etmiss, 13 TeV, 37 invfb                                               36.1      
atlas_conf_2017_040 2    Etmiss + Z, 13 TeV                                                                          36.1      
atlas_1704_03848     5    monophoton dark matter search                                                               36.1          
atlas_1710_11412 1    Search for dark matter produced in association with b or top quarks  36.1      
atlas_1712_08119 39   electroweakinos search with soft leptons                                                    36.1      
atlas_1712_02332 24   squarks and gluinos, 0 lepton, 2-6 jets                                                     36.1      
atlas_1709_04183 14   stop pair production, 0 leptons                                                             36.1      
atlas_1802_03158 7    search for GMSB with photons                                                                36.1      
atlas_1708_07875 2    electroweakino search with taus and MET                                                     36.1      
atlas_1706_03731 19   same-sign or 3 leptons RPC and RPV SUSY                                                    36.1      
atlas_1804_03602 6    search for supersymmetry in events with four or more leptons 36.1      



13 TeV analyses

#Name               NSR  Description Lumi 
atlas_1801_08769 Search for light resonances decaying to boosted quark 36.1  

pairs and produced in association with a photon or a jet 
atlas_1712_02118 2 Search for long-lived charginos based on a 36.1 

disappearing-track signature  

• we have a small selection of implemented CMS 13 TeV 
analyses  
 
 
 

• for the first time, we have started to consider a search 
based on jet substructure techniques and a LLP search

#Name               NSR  Description Lumi  
cms_sus_15_011 47   CMS, 13 TeV, 2 leptons + jets + MET         2.2 
cms_sus_16_046      4    one photon and missing transverse momentum  35.9 
cms_sus_16_039      158  electrowekinos in multilepton final state   35.9 
cms_sus_16_025      14   electroweakino and stop compressed spectra 12.9 



Gaussian Processes
• a collection of random variables which 

have a joint Gaussian distribution


• the random variables represent 
function values f(x)


• f(x)~GP(m(x),k(x, x’))


• we can predict p(f(x’)|x’,y, x) for some 
given observation y=f(x)+ε


• non parametric: no functional form 
assumptions


• GP defines prior of functions


• produces posteriors
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Scalar Benchmark Point



Scalar Benchmark Point



Scalar Benchmark Point



Scalar BP Results


