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• Explore new hardware (alternative architectures) that in the 
future may be more suited to specific task 

• Encourages better overall code quality  
• Potentially more efficient computing - less energy/computation  
• Geopolitics - will all countries use x86? 
• Potential for more opportunistic resources  
• Business model of ARM is very flexible 

• No silicon produced by ARM 
• IP sold 

• Competition, freedom, flexibility 

Why alternative architectures?
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Why alternative architectures?

• Arm-based chip can mean many things! 
• Micro-controllers 
• Embedded devices 
• Servers 
• …
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Recent developments
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Recent developments 
(As of March 2017)

Filesystems

Compilers

6

OS’s
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• Mont-Blanc project using Cavium ThunderX2 

• Fujitsu Post-K ARM supercomputer, (more documentation)  

• Phytium’s Mars processor  

• Cray Inc. building 10,000 core cluster with ARM CPUs 
at University of Bristol - “Isambard" 

• Qualcomm unveils Falkor CPU core for the Centriq 
2400 SoC 
• Worlds first 10nm server processor! 

• …

Recent developments

http://www.montblanc-project.eu/press-corner/news/mont-blanc-project-selects-cavium%E2%80%99s-thunderx2%E2%84%A2-processor-its-new-arm-based-hpc
https://www.youtube.com/watch?v=dMHOLq2A0UI
http://www.fujitsu.com/global/Images/post-k-supercomputer-overview.pdf
https://www.nextplatform.com/2017/02/13/arm-gains-stronger-foothold-china-ai-iot/
http://gw4.ac.uk/isambard/
http://gw4.ac.uk/isambard/
https://www.qualcomm.com/news/onq/2017/08/20/introducing-qualcomm-falkor-cpu-core-purpose-built-cloud-workloads
https://www.qualcomm.com/news/onq/2017/08/20/introducing-qualcomm-falkor-cpu-core-purpose-built-cloud-workloads
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Setup # cores Clock Speed Memory Fabrication TDP

ThunderX2 alpha release
32 
or 
28

2.5 GHz 
or 

2.0 GHz

2667 MHz DDR4 
or 

2400 MHz DDR4
14 nm ?

Broadwell  
Xeon E5-2695 v4 18 2.1 GHz 2400 MHz DDR4 14 nm 120 W

Skylake system
Xeon Gold 6152 22 2.1 GHz 2667 MHz DDR4 14 nm 140 W

http://www.goingarm.com/slides/2017/SC17/GoingArm_SC17_Bristol_Isambard.pdf 

• GROMACS: Molecular dynamics 
package 

• OpenFoam: Fluid dynamics 
software 

• Nemo: Ocean modelling code 
• UM: Climate modelling 

Cavium ThunderX2

http://www.goingarm.com/slides/2017/SC17/GoingArm_SC17_Bristol_Isambard.pdf
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Cavium ThunderX2

http://www.goingarm.com/slides/2017/SC17/GoingArm_SC17_Bristol_Isambard.pdf 

• In general memory bandwidth dominated 
benchmarks do better on ThunderX2 

• Floating point-heavy benchmarks do better on 
Skylake and Broadwell 
• Wider vectors

• CPU bound applications closer for different 
processors due to more cores and higher clock 
speed for ThunderX2

http://www.goingarm.com/slides/2017/SC17/GoingArm_SC17_Bristol_Isambard.pdf


Joshua Wyatt Smith 10

Qualcomm Amberwing

Setup # cores Clock Speed L3 Cache Fabrication TDP

Qualcomm Centriq 2452 46 2.5 GHz 1.25 MB/core, 6 
channels 10 nm 120 W

Broadwell  
Grantley (2016?) 20 2.2 GHz (3.1 

GHz turbo)
2.5 MB/core, 4 

channels 14 nm 170 W

Skylake
Purely (2017) 24 2.1 GHz (3.0 

GHz turbo)
1.35 MB/core, 6 

channels 14 nm 170 W

https://blog.cloudflare.com/arm-takes-wing/ 

Symmetric key cryptography Gzip compression

https://blog.cloudflare.com/arm-takes-wing/
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Qualcomm Amberwing

https://blog.cloudflare.com/arm-takes-wing/ 

NGINX workload  for CloudFlare

• It really depends on what you benchmark 
• Go libraries perform terribly on the Falkor 

• But in general, very impressive results for Falkor

https://blog.cloudflare.com/arm-takes-wing/
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But what about in ATLAS or HEP in general?

• We don’t really fall into the HPC domain 
• We have different requirements 

• Different libraries/OS’s need to be optimised, but can gain from HPC work already 
done 
• I.e. Blas, gcc, clang etc. 

• Need RHEL7 (CentOs7)  
• They do support ARM64, but not always seamlessly 

• Our codebase is also… unique 
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ARM in ATLAS

• ATLAS’s codebase is called Athena 
• Athena is like the Eierlegende Wollmilchsau… A full release can do everything!

LCG externals

AtlasExternals

Gaudi

Athena~6.5 million lines of code 
(written by physicists)

packages like python, 
zlib, Root etc. LCG externals

AtlasExternals

Gaudi

AthSimulation

ATLAS ported a subset of Athena to Aarch64 
(~400 packages compared to 2500)
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ARM in ATLAS

• Both ATLAS and CMS have benchmarked many ARM servers over the years 
• 32 bit and 64 bit architectures 
• From generic benchmarks to “the full chain” (event generation, simulation, reconstruction) 
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ARM in ATLAS

simulated 8 ttbar events while loading an increasing number of  cores

Careful: Aarch64 prototype was 
considerably newer than Intel Xeon 
E4-4650 (see appendix)

Aarch64 proto

• Both ATLAS and CMS have benchmarked many ARM servers over the years 
• 32 bit and 64 bit architectures 
• From generic benchmarks to “the full chain” (event generation, simulation, reconstruction) 

1 2 4
8

16 32

J. Phys.: Conf. Ser. 898 072001

https://doi.org/10.1088/1742-6596/898/7/072001
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ARM in ATLAS

• Both ATLAS and CMS have benchmarked many ARM servers over the years 
• 32 bit and 64 bit architectures 
• From generic benchmarks to “the full chain” (event generation, simulation, reconstruction) 

• Just as importantly what about validation? 

Aarch64 prototype Intel Xeon

Same tt̄ event reconstructed in the ATLAS detector

J. Phys.: Conf. Ser. 898 072001

https://doi.org/10.1088/1742-6596/898/7/072001
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ARM in ATLAS

• Both ATLAS and CMS have benchmarked many ARM servers over the years 
• 32 bit and 64 bit architectures 
• From generic benchmarks to “the full chain” (event generation, simulation, reconstruction) 

• Just as importantly what about validation? 

We absolutely 100% expect numerical identity for Intel Atom… except according to Intel we also might not… 
Regardless, this got ugly.
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https://doi.org/10.1088/1742-6596/898/7/072001
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ARM in ATLAS

• Both ATLAS and CMS have benchmarked many ARM servers over the years 
• 32 bit and 64 bit architectures 
• From generic benchmarks to “the full chain” (event generation, simulation, reconstruction) 

• Just as importantly what about validation? 

It’s also easy to not use the exact run conditions for each full chain test… we needed more stable environment 
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ARM in ATLAS

• Both ATLAS and CMS have benchmarked many ARM servers over the years 
• 32 bit and 64 bit architectures 
• From generic benchmarks to “the full chain” (event generation, simulation, reconstruction) 

• Just as importantly what about validation? 

• Each generation of ARM 64-bit servers got better 
• Till we decided past some point this was largely pointless 

• The trend is clear. We want to officially support the Aarch64 architecture 
• In the middle of this year ATLAS, CMS and LHCb have officially requested CERN IT to support 

aarch64 packages 
• Puppet libraries  
• Security libraries 

• The goal is to be able to plug in an ARM server into the build farm, and seamlessly build and 
test our respective code bases 

• Many details still currently being worked on 
• What does “support” actually mean? 
• Operating system? 
• …
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• Alternative architectures are becoming more widely used and available  
• We like ARM’s business model 

• Encourages innovation and competitive prices 
• Qualcomm and Cavium are have some very nice ARM 64-bit servers 

• Competitive with latest Intel servers 

• ATLAS, CMS, LHCb have officially asked CERN IT to support the ARM 64-
bit architecture  
• Details being hashed out 
• Stay tuned…

Conclusions
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Thanks for your attention
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Backup slides
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Table 1: The di↵erent setups for Aarch64 servers.

Name Processor Cores RAM Cache Fabrication
(Release)

OS

HP Moonshot X-Gene, 2.4 GHz 8 Armv8 64 GiB DDR3
(1600 MHz)

32 KiB L1/core, 256
KiB L2/core pair, 8
MiB L3

40 nm
(2014)

Ubuntu
14.04

Aarch64 Proto 2.1 GHz 32 Cortex-A57 128 GiB DDR3
(1866 MHz)

32 KiB L1, 1 MiB L2 16 nm (-) Ubuntu
14.04

Intel Atom Intel Atom
Processor C2750,
2.4GHz

8 32 GiB DDR3
(1600 MHz)

24 KiB L1d, 32 KiB
L1i, 1 MiB L2

22 nm
(2013)

Fedora 21

Intel Intel Xeon CPU
E5-4650, 2.70 GHz

32 512 GiB DDR3
(1600 MHz)

32 KiB L1(d)(i)/core,
256 KiB L2/core, 20
MiB L3

32 nm
(2012)

Scientific
Linux
CERN 6
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ARM in scientific computing
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www.qualcomm.com



Joshua Wyatt Smith 26

www.qualcomm.com

www.qualcomm.com


