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Jets are an important tool in hadronic physics and they vl p predominant role at the
LHC. By defining jets as clusters of particles one aims atsging, from the final-state particles,
the underlying hard parton-level processes. Therefoseget an essential tool for a variety of
studies, such as top reconstruction, mass measuremegts &tid new physics (NP) searches.
Furthermore, they are instrumental for QCD studeeg, for inclusive jet measurements, which
in turn constitute an important input for the determinatafrparton distribution functions. By
clustering particles into jets, jet algorithms reduce cheoaped multiparticle events in simple
final states with few jets. This procedure and the way padiare recombined togethexr.d.the
E- or P-scheme) is fundamentally non-unique.

In the following we will present recent progress in the dgdimn of jets, both from the
phenomenological and the experimental points of view. hmiqaar, we will focus on different
aspects of the SISCone and akytijet algorithms. We will also describe jet finding strategiesl
jet reconstruction and calibration techniques being aped by the LHC experiments ATLAS,
CMS and LHCb.

Finally, a recurring question in jet studies is what the ftstiefinition for a given physics
analysis is. We will present a proposal of a characterinatiojet-finding “quality” designed to
be simple, robust, physical and reasonably representaitiemmon analysis tasks.

1 The SISCone and antik; jet algorithms
Author: Grégory Soyez

Two broad classes of jet definitions exist. The first one wdrksdefining a distance
between pairs of particles, performing successive recoations of the pair of closest particles
and stopping when all resulting objects are too far apaoAihms within this clustering class
differ by the definition of the distance, frequent choicem@;; = min(k7,, k7 ;) (Ay;;+A¢7;)
for the k; algorithm [1, 2], andifj = (Ayfj + Aq%-) for the Cambridge-Aachen algorithm [3, 4].

Cone algorithms make up the second class, where jets aredeffndominant directions
of energy flow. One introduces the conceptstdble coneas a circle of fixed radiu® in the
y — ¢ plane such that the sum of all the momenta of the particlesinvihe cone points in the
same direction as the centre of the circle. Cone algorittitesgt to identify all the stable cones.
Most implementations use a seeded approach to do so: gténdim a given seeé.g, a given
direction for the centre of the cone, one computes the ctstanthe cone, takes the resulting
momentum as a new direction and iterates until the cone refstable. The set of seeds can be
taken as the set of initial particles (sometimes ovgy tareshold) or as the midpoints between
previously-found stable cones. As we shall see, this iterahethod fails to identifyall stable
cones, leading to infrared (IR) or collinear unsafety inpleeturbative computations.

Cone algorithms can be split into two sub-classes accotdihgw they deal with the fact
that stable cones may overlap. On the one hand, cone algaritvith split-merge identify the
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Fig. 1. Stable cones found by the midpoint algorithm for aaBtiple event (left) and for the same event with an
additional infinitely soft gluon (right).

hardest overlapping pair of stable cones and merge (spéthtif they share more (less) than
a fraction f of the hardest cone. JetClu, midpoint and the ATLAS conerilguos are typical
representatives of that sub-class. On the other hand, dgagthms with progressive removal
start with the hardest unclustered particle, iterate frbendg until a stable cone is found and call
it a jet. Its contents are removed and one starts again wéthidimaining particles. The CMS
iterative cone is the typical example of this second subs;leith the particular feature that hard
jets are fully conical.

The Snowmass accords have established a series of requisctingt any jet algorithm has
to fulfill. These are basically that one can use the algoritbmheoretical computationg.g. it
gives finite perturbative results, as well as for experiralgpiirposese.g. it runs fast enough and
has small corrections from hadronisation and the undeylgirent.

We show in these proceedings that both the cone algorithrtis split-merge and with
progressive removal fail to give finite perturbative resullore precisely, we illustrate that mid-
point suffers from IR unsafety and the iterative cone isicelir unsafe. We introduce SISCone
and the anti; algorithms as infrared- and collinear-safe solutions tsé¢hproblems that do not
spoil the experimental usability. We conclude by discugsire importance of using these new
algorithms if we want to take full advantage of jet studiethatLHC.

1.1 SISCone as a replacement for the midpoint algorithm

Let us consider the 3-particle event displayed in Fig. I{éfen clustered with the midpoint al-
gorithm, 2 stable cones are found, leading to two jets: otie particles 1 and 2 and a second one
with particle 3. If one adds to that hard event an infinitelit gtuon as shown in Fig. 1(b), a third
stable cone is found and the three hard particles are ohasier single jet. This change in the jet
structure upon addition of soft particles, a phenomenortlwhappens with infinite probability

in perturbative QCD, gives rise to divergences in the pbeiive expansion and proves that the
midpoint algorithm is IR unsafe Note also that the situation is even worse with JetClu or the
ATLAS cone algorithms, where the IR unsafety is already gmes events with 2 particlese.

one order earlier in the perturbative expansion.

INote that when a seed threshold is used, the midpoint aigotiiecomes collinear unsafe.
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Fig. 2: Clustering time for SISCone compared to typical iempéntations of the midpoint and aigi-algorithms.

This problem arises from the fact that the seeded approassesistable cones — here the
one containing particles 2 and 3 in Fig. 1(a). The workaraionestore IR safety is thus to find
a seedless method that provably identifies all stable cdit@s.is notoriously complex: a naive
approach testing the stability of all subsets of particlps a complexity of ordelN x 2V for
N particles which is much slower than ti¥ N3) complexity of the midpoint algorithm, making
this solution unusable for experimental purposes.

The solution [6] is to use the geometrical observation thgtemclosure in thg — ¢ plane
can be moved without changing its contents until it touches points. Browsing all pairs of
particles allows thus to enumerate all possible cones acklgck their stability at an overall cost
of O(N?3). Additional efforts to limit the amount of full stability s to its minimum can even
bring the final complexity t@?(N?1og(N)), i.e. faster than the midpoint algorithm. This has
been implemented [6-9] in @++ code named SISCone (Seedless Infrared Safe Cone). Fig. 2
illustrates the fact that in practice SISCone runs fasten titne typical implementations of the
midpoint algorithm without a seed threshold and at leasasisds when a 1 GeV seed threshold
is used.

Therefore, SISCone is the first cone algorithm to satisfyShewmass requirements, that
is to be at the same time IR and collinear safe, and to be fasigénto be used in experimental
analysis.

1.2 Anti-k; as a replacement for the iterative cone algorithm

As for the midpoint algorithm, we start by considering anrgweith three hard particles (see
Fig. 3(a)). When clustered with the iterative cone, it@mrattarts with particle 2, one stable cone
containing all particles is found, resulting in a 1-jet eivéhwe now split the hardest particle (2)
into two collinear particles (2a and 2b) — a process that lagggpens with an infinite probability
in perturbative QCD — as shown on Fig. 3(b), clustering wiith iterative cone now starts with
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Fig. 3: Jets found by the iterative cone for a 3-particle eyksit) and for the same event with a collinear splitting
(right).

particle 1 which, after iteration, gives a first jet made oftigte 1 plus the two collinear ones,
then a second jet with particle 3. This example proves tletéhnative cone algorithm is collinear
unsafe.

Quite surprisingly, we can find a solution to that problem byning back to the class of
the recombination algorithms. The distance measuresdintex earlier can be written as

d% = min(k{, k) (Ay2; + A¢%),

with p = 1 for the k; algorithm andp = 0 for the Cambridge-Aachen algorithm. We can then
consider a third case, the one for whick= —1 and call it theanti-k; algorithm[10]. Obviously,
this algorithm is IR and collinear safe. Furthermore, itplementation can benefit from the
same geometrical observations that allowed for fast implgation of thek; algorithm [8]. The
anti-k; algorithm thus runs at a speed similar to the one of#halgorithm, which certainly
makes it usable for experimental purposes as seen on Fig. 2.

To understand the link between the
anti-k; algorithm and the iterative cone algo-
rithm, we note from the definition of the anti- p,cevi
k; distance that pairs involving a hard patrticle 2
will be given small distances. This means that 15
soft particles will be recombined with hard s
ones before recombining among themselves.s
As a result, the hard jets will have a circular
boundary. This soft-resilience of the ati-
algorithm is exactly the hallmark of the itera-
tive cone and it is in that respect that the anti-
k; can be seen as its IR and collinear safe re-
placement.

] To il.lus”ate this property, we Sh(_)W inFig.4: lllustration of the regularity of the jets obtainedtw
Fig. 4 the jets resulting from the clustering of,q aniiz,

an event made with a few hard particles and a
large number of very soft ones uniformly dis-

algorithm.



Observable

first miss cones at

Last meaningful order

Inclusive jet cross section
W/Z/H + 1 jet cross section
3 jet cross section
W/Z/H + 2 jet cross sect.
jet masses i jets

NNLO
NNLO
NLO
NLO
LO

NLO

NLO
LO (NLO in NLOJet)
LO (NLO in MCFM)
none (LO in NLOJet)

Table 1: Perturbative level at which IR or collinear unsafatises for various processes.
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Fig. 5: Mass of the"? hardest jet in 3-jet events: relative difference betweedpmint and SISCone. TH&'! and
3'4 jets are imposed to be distant by at mp&t

tributed on a grid in they — ¢ plane. Itis clear that the hardest jets are perfectly circahd that,
in general, the boundaries between the jets are regular.

1.3 Physical impact and discussion

As we have seen, the seeded approach to stable cone sedech Bofn problems with respect

to perturbative QCD expansion: the algorithms with splérge are IR unsafe, while the iterative
cone (with progressive removal) is collinear unsafe. Weeshatroduced SISCone as a natural
replacement of the cone algorithms with split-merge likepoint, and the antk; algorithm as

a candidate to replace the iterative cone. These new digmitire both IR and collinear safe.

The question one might ask is to what extent these IR andnealli safety issues are
important in real measurements. Since the unsafety arises ane has 3 particles in a common
vicinity, it becomes important at the ordet or a2 of the perturbative series.

Table 1 summarises for different physical processes, tter @t which seeded algorithms
like midpoint of the iterative cone stop to be valid. The maiessage we can get from that table
is that, if we do not want theoretical efforts in precise QGinputations to be done in vain, the
resort of an IR and collinear safe algorithm like SISCone thiedanti%; is fundamental.

To illustrate the argument more quantitatively, Fig. 5 shdhe relative difference, ex-
pected to be present at the LO of perturbative QCD, betwes@&ie and midpoint for the mass
of the second hardest jet in 3-jet events. Differences ingalp to 40% are observed, proving
that an IR and collinear safe algorithm is mandatory. Theasiitn is even worse with JetClu or
the ATLAS cone algorithm. As the infrared-unsafety probleecomes apparent at the order
or aEWag, i.e. one order earlier than with midpoint.



2 Quality measures for jet finding at the LHC

Author: Juan Rojo

Arecurring question in jet studies is what the best jet diédinifor a given physics analysis
is. In this contribution we propose a characterization offijgding “quality” designed to be
simple, robust, physical and reasonably representatigeroimon analysis tasks.

For this purpose, we require a source of quarks and gluomswéli-defined energies. We
will obtain these from Monte Carlo production and decay ditfaus narrowZ’ and H bosons,
with Z' — gq and H — gg generated with Pythia 6.5 [11] with di-jet invariant mass@sging
from 100 GeV to 4 TeV. For each generated event we will clusieevent into jets with aboad
different jet definitions, where a jet definitiofl, consists of the jet algorithm and the associated
parameters, like the radius [12]. The radiusR will be varied between 0.3 and 1.5. For each
event, we determine the invariant mass of the sum of the twdelsajets. The distribution of
invariant masses should then have a peak near the heavy lmassn We will take the sharpness
of that peak to be indicative of the quality of each jet deifomit

The infrared- and collinear-safe (IRC) safe jet algoritmder scrutiny are the longitudi-
nally invariant inclusivek; algorithm [1,2,13], the Cambridge-Aachen (C/A) algoritf8], the
anti-k; algorithm [10], SISCone [6] as well as C/A with filtering. Tlater is C/A supplemented
with a filtering procedure [14] in which, subsequent to thefileding, each jet is unclustered
down to subjets at angular scalg;; R and one retains only theg,, hardest of the subjets. We
usexg, = 0.5 andng, = 2. All the jet algorithms have been used in the implementatimd/or
plug-ins of theFastJet package [8], version 2.3, with the exception of C/A with fillxg,
which will be made public in a forthcomingastJet release.

This contribution summarizes work [15] in collaborationtivM. Cacciari, G. Salam and
G. Soyez, initiated in the context of the “Les Houches PlyyaicTeV colliders 2007” workshop
[12].

2.1 Quality measures and effective luminosity ratio
As described in detail in [15], the merit of the jet finding isagtified by two quality measures:

1. QY_: the width of the smallest (reconstructed) mass window toeitains a fraction
f = z of the generated massive objects,

f # reco. massive objects in window of width w
= =Z.
Total # generated massive objects

(1)

2. Q;/ixm: to compute this quality measure, we take a window of fixedhvidand slide it
over the mass distribution so as to maximise its contentsnTie figure of merit is given
by

-1
Ql /f [ Max # reco. massive objects in window of width w = v M
w=avM Total # generated massive objects ’
2




Itis clear from its definitions that the smaller the qualitgasures, the better the corresponding
jet definition. An illustrative example of these two measui® shown in Fig. 6. We observe
that the quality measures quantify the intuitive assessiwfeine goodness of jet finding, repre-
sented by the sharpness of the reconstructed invariantpeags Note that in our approach, any
matching to non-physical quantities like Monte Carlo pastts deliberately avoided.
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Fig. 6: Di-jet invariant mass distributions for thg case atM = 2 TeV, comparing three jet definitions
for each process. The shaded bands indicate the region used ebtaining the two different quality
measures.

These quality measures can be mapped to the correspondiatoraof integrated lumi-
nosity needed to maintain constant signal significance. &kave seen, a larger quality measure
indicates a worse jet definition. This in turn implies thaagger luminosity will be needed to
obtain a given significance. It is convenient to expressithierms of an effective luminosity
ratio,

®3)

£(needed withiD;) _ |:2(JD1)]2

pr(ID2/JDy) L(needed withID1) % (JD2)

with the signal significance defined in the usual wagJD) = NJp .,/+/Njp.- Given a cer-

signal
tain signal significance witdD+, p(JD2/JD;) indicates the factor more luminosity needed to
obtain the same significance willb,. For example, the expression for, in terms of the first
quality measure is

Qf-. (JD2)

pc(JD2/JD1) = 0 (DY)

(4)



A non-trivial check of the robustness of our analysis is thatluminosity ratios obtained with
the two different quality measures are roughly consistetit ach other.

2.2 Results
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Fig. 7: The effective luminosity ratio, Eq. 3, for quark and gluotsjat 100 GeV and 2 TeV, for all algo-
rithms studied. The two curves in each plot correspond to/#éihge of p. computed from the respective
quality measure. For each process,is normalized to the corresponding optimal jet definition.

Now we present selected results for the effective lumigasitio for the different cases
considered. We show in Fig. 7 a summary of the performancd&eivarious jet definitions
studied, for quark and gluon jets at 100 GeV and 2 TeV, withmletup (PU). First of all, we
observe a strong dependencepf with respect toR, as well as sizable differences between
jet algorithms. SISCone and C/A-filt turn out to be the optijea algorithms in all studied
processes. They achieve limited sensitivity to the UndeglyEvent (UE) while maintaining
their perturbative reach. The optimal valuefofirows with the scale of the process, specially for
gluon jets, reflecting the interplay between perturbatind aon-perturbative effects [16]. Our
studies imply that at the TeV scale, rather large valueR of 1 are required to obtain optimal
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PU case while the blue dotted curves correspond to high lositinwith PU subtracted as explained in
the text.

resolution. LHC experiments, on the other hand, plan to usaller radii in general, see for
example Ref. [17].

From Fig. 7 one can determine how much more luminosity wilréguired with a less
favoured jet definition compared with the optimal one. Foaraple, we see that for thgy
case at 2 TeV, if thé; algorithm is used instead of the optimal one (SISCone), 8% more
luminosity will be required to achieve the same signal igance even at the respective optimal
values ofR.

These results are robust against high-luminosity PU [18fdPU is subtracted using the
FastJet area method [18,19], as can be seen in Fig. 8. This has thatamp@onsequence
that for a given process, a single jet definition could be @é¢lde LHC regardless of the machine
luminosity.

As a practical application of our studies, one can consideritnpact of less favoured
jet definitions in LHC searches with similar signatures. &ammple, let us consider a particular
scenario in which a di-jet invariant mass distribution ismestructed and let us assume that the jet
clustering is performed with a jet definitiofD,, whose quality is far from the optimal on#),
so that the effective luminosity ratio is large, say ~ 2. The net effect of the choice of such
non-optimal jet definition for the kinematical reconstiantcan be summarized schematically in
Fig. 9: the use ofD; rather thanJD, would lead to a discovery signal with approximately only
half of the machine running time required with the origiretl definition.
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Fig. 9: Example of how optimizing the jet definition might lead to aiseries in less machine running
time, compared to the non-optimal one.

2.3 Conclusions

Summarizing, we have proposed a technique to quantify tmmpeance of jet algorithms
for kinematic reconstructions at the LHC. To allow for moretalled studies of the results
of Ref. [15], an interactive webpage has been creatddtpt//quality.fastjet.fr

which allows the user to test the effects of changing and fyiodj various jet definitions and
other inputs like PU luminosity for the process under soguti

3 Performance of jet reconstruction at CMS

Author: Christian Sander (on behalf of the CMS Collaborajio

Almost every process of interest at the LHC contains quarkglumns in the final state.
The partons can not be observed directly, but fragment tatdeshadrons, which can be detected
in the tracking and calorimeter systems. Calorimeter jet®apected to yield a good description
of both the parton-level and the hadron showers emerging the hard interaction. For Monte
Carlo (MC) events, the hadron-level is defined by applyirggghime clustering algorithms, which
are typically formulated to accept any set of four-vectasrgut to all stable particles from
the MC truth record (“GenJets”). Hadron-level is also reddrto as “particle-level”, and jet
energy scale corrections based on MC and later on dataadmethods are derived to correct
back to this detector independent level. Calorimeter jetg@constructed using energy deposits
in calorimeter towers (“CaloTowers”) as inputs: they arenposed of one or more hadronic
calorimeter (HCAL) cells and corresponding electromaignedlorimeter (ECAL) crystals.

The studies presented in what follows are based on QCD dir@gt: MC samples with-
out pile-up. It is often necessary to associate CaloJets @&nJets in these samples to probe
how well the calorimeter-level reconstruction represehé&shadron-level of the process. This



association is based on spatial separation imthiespace between the two jet axes by requiring

AR = /A2 1 Ag?

to be less than a certain value. Besides good corresponderithe parton-level and hadron-
level, a successful jet algorithm should fulfill two impartaequirements. Firstly, it should be
collinear-safe, such that the outcome remains unchangeg. the energy carried by a single par-
ticle is instead distributed among two collinear particlésllinear safety is typically endangered
if the jet finding is based on energetic seeds and a threshialgplied to these seeds. Secondly, it
should be infrared-safe, such that the result of the jetrimi stable against the addition of soft
particles. Jet algorithms which don’t comply with eitherbamth of these requirements yield am-
biguous results and lead to unnecessary uncertainties agpdied to calculations in perturbative
theory. The performance of the following four jet clustgraigorithms is discussed:

e The Iterative Cone algorithm is a simple seeded cone-bdgedtam employed by CMS
online in the High Level Trigger (HLT). It has a short and potable execution time, but
is neither collinear- nor infrared-safe.

e The Midpoint Cone [5] algorithm is similar to the Iterativ@@e, but infrared-safety is ad-
dressed by considering the midpoints between each paiosé ¢proto-)jets as additional
seeds. Despite its improvements to the cone-based chgfamocedure, the algorithm has
been shown not to be infrared-safe. This algorithm is nodosgpported by CMS.

e SISCone [6]isthe “Seedless Infrared-Safe Cone” jet allgri It is collinear- and infrared-
safe to all orders of perturbative QCD (pQCD) and demandgglightly higher execution
time compared to the Midpoint Cone algorithm.

e fastkr [8] is a recent implementation of thier algorithm [1] which is also collinear-
and infrared-safe. It has a dramatically reduced execuiina with respect to previous
implementations of thé, algorithm.

The “E-Scheme” is used for all algorithms as the recombinatioriseh the energy and
momentum of a jet are defined as the sums of energies and nepmieits constituents. The
execution time of the fagty algorithm is comparable to the lterative Cone algorithmhautt
the discussed deficiencies of the latter. The SISCone #igoniequires more CPU resources
compared to the Midpoint Cone algorithm. The time spentlierjet reconstruction (0.02 s) of
each event however is small compared to the total event secmtion time (10 s): the particular
jet algorithm choice does not impact the overall CPU reauésts.

3.1 Summary of Jet Performance Study

The performance of the CMS calorimeters is known to be difiein the barrel, endcaps and
forward regions. Here we focus on the relative performaretevéen different algorithms and
radius parameter choices currently supported for CMS aigl®nly distributions for the barrel
region are therefore shown. Further details can be founadh [

The jet matching efficiency is defined as the ratio of the nunatb@article jets matched
to a calorimeter jet withiA R < 0.5 to the total number of particle jets. It represents a mean-
ingful measure of the reconstruction efficiency of each fgbithm, but is strongly correlated



to the position resolution and therefore depends omfecut and the jet size parameter. How-
ever, relative comparisons between different algorithsisguequivalent size parameters remain
instructive. The matching efficiencies for small (left) dadge (right) radius parameters as a
function of the MC truthp%™ are shown in Fig. 10. The efficiencies of jets reconstructét w
the fastk, and SISCone algorithms indicate better performance thitamgeonstructed with the
MidpointCone and Iterative Cone algorithms.

For the jet response?;e; = pr/p5", very good agreement between the individual algo-
rithms is found for all regions of the detector, indicatirmpg correspondence between the values
of D for the fastk algorithm andR for cone algorithms which are being compared [20].

The resolutions for jets in the barrel region are shown as a fonaif p5™ in Fig. 11.
Good agreement is found among all algorithms with comparedaius parameter, with marginal
differences at lowp5™". Jets reconstructed with larger radius parameters yigdtst worse
resolution. Note that the position of the primary vertexssianed to be at = 0, which dilutes
then resolution with respect to taking the correct position mead with the tracking detectors

into account. The resolutions can be found in [20].

Fig. 12 shows the jet energy resolutions derived from MGhtfat jets in the barrel region.
Jets reconstructed with fagt- show slightly worse resolution at lop#™, while no significant
impact of the radius parameter choice is observed. Thedljatenergy resolution at highy,
100 GeV or 1 TeV, is ~ 14% and~ 7% respectively, with no significant dependence on the jet
clustering algorithm.

The jet reconstruction performance fihevents is studied by selecting events with one
(“lepton+jets”) or zero (“alljets”) electron(s) or muon (s the final state from & sample with
no additional jets (¢+0 jets”). t — bqq andt — bgq’ decays are identified on particle level
and only events are considered for which all three decayyatsdf one or both(¢) decay(s)
can be uniguely matched to reconstructed calorimeter Jéts.efficiency to select these decays
indicates the performance of the respective jet algorithma busy multi-jet environment and
its ability to correctly resolve the topology of the undémty process. The fagiy algorithm is
hereby found to fully resolve hadroni¢t) decays on calorimeter level more efficiently than any
cone-based algorithm. For the selected events, the iméavi@-jet (' boson) and three-jet (top
guark) masses are compared on particle-level, caloriri®tel, corrected calorimeter-level, and
corrected calorimeter-level with additional flavor-degent corrections applied. They, and
m, distributions obtained for all correction levels are shawhkig. 13 for jets reconstructed with
fastr D = 0.4. From the width of the obtained invariant mass distribugione can see that the
impact of detector effects on the mass resolution are stérathgn the algorithmic differences. A
full comparison of the widths of the reconstructegh andm, distributions can be found in [20].

3.2 Conclusion

The performance comparisons presented include jet enesponse, position resolutions, en-
ergy resolutions and efficiencies in QCD di-jet samples. Wd 8imilar performance at the
calorimeter level between algorithms with similar sizegmaeter. The impact of detector ef-
fects appears to be more pronounced than the algorithnierelifces studied here. The SISCone
algorithm performs as well as or better than the Midpoint €omhile known to be preferred



theoretically. Therefore it was decided to adopt SISCortbaslefault cone-based jet algorithm
and consequently to include it in the reconstruction in taadard event processing at CMS.

The fastkp algorithm is infrared- and collinear safe to all orders ofGipas well and
complementary to the cone-based algorithms. The exectitio of fastk, is dramatically
reduced with respect to earlier implementations and itesefore well suited for the high mul-
tiplicity environment of LHCpp collisions. We find that it performs as good or better than any
other compared algorithm and strongly encourage its use akexnative to SISCone.
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4 Jetfinding strategies in ATLAS
Author: Pierre-Antoine Delsart (on behalf of the ATLAS @btiration)

ATLAS is a general purpose experiment at the Large Hadrofideol(LHC) [21]. Its
calorimetry system, the principal tool for hadronic jet m@@ments, is described in detalil
in [21], chapter 5. Some key features of this calorimeteevaht to jet finding are its wide



—~ 0.45¢
r4 g . .
4, oaf CMS Preliminary
& 035 mi<14
S 3 —o— MCone, R=0.5
O+ 03
a E. —e— ICone, R=0.5
<) 0'2554* —— SisCone, R=0.5
0.2E°, —— Fast ky, D=0.4
E @
0158 &
01E- ¢ e
. E ® @ - . .
0.05
E P S S S S R RS
% 200 400 600 800 1000
PSEN (Gev)

GEN
T )

o (PSORR/p
T

0.45¢
0.4 CMS Preliminary
0.350 <14
0_3; —— MCone, R=0.7
Ee —— ICone, R=0.7
0'25;70* —— SisCone, R=0.7
02E¢, —— Fastky, D=0.6
0.15F %
E L]
0.1? e @ . L] 'Y
0.05
E P R TR AU R N
00 200 400 600 800 1000
PSEN (Gev)

Fig. 12: Jet energy resolution derived from MC truth for Midit Cone, Iterative Cone, SISCone and fagstwith
R = 0.5/D = 0.4 (leftyand R = 0.7/D = 0.6 (right) in the barrel region|| < 1.4).

CMS Preliminary Fast k;, D=0.4

; ‘ ‘ ;
| GEN 1
6000 Mean: 80.6 N
: RMS : 8.04 :
4000 L5(CORR+FLV) |
Mean: 85.4 |

RMS :12.1

2000

100

150

m,, [GeV]

6000

4000

2000

CMS Preliminary

200
My, [GEV]

Fast k;, D=0.4
‘ T

L5(CORR+FLY)
Mean: 177.7 A
RMS:21.6 1

Fig. 13: mw andm, distributions for hadronic top decays reconstructed whih fastkr algorithm, D = 0.4.
Distributions are shown for particle-level jets (GEN),aréheter jets (CALO), calorimeter jets corrected with “MC-
Jet” corrections (CORR), and corrected calorimeter jeth an additional flavour correction applied (L5). Only jets
with uncorrectedhr > 15 GeV and|n| < 5 are considered. The generafédboson 80.42 GeV) and top quark
(175 GeV) masses are indicated by the black vertical lines.



acceptance (up tpy| = 4.9 in the Forward Calorimeter) and a fine granularity (incladimp
to 7 longitudinal segmentations). On the other hand, thericaéter is non-compensating (ratio
1.3 < e/m < 1.6 depending on the specific sub-calorimeter) and this calmemajor source
of uncertainty in energy measurements because of the largieidkions of the electromagnetic
component of hadronic showers.

The other main experimental challenge will come from the Lét@ironment : a very large
phase space for underlying event, multiple interactiom$pach crossing (23 at full luminosity).
Out-of-time pile-up is also expected because of the sloparse of the liquid argon calorimeter
which will integrate several events before and after a gimégraction.

In order to take up these challenges the ATLAS collaboratioose to adopt a flexible
approach. In particular, the collaboration is studying babbration strategies, several in-situ and
data-based correction methods, and has designed a sotthlare cope with any jet algorithm
used in physics analysis.

4.1 Jetreconstruction and calibration

The ATLAS jet-related software is designed to allow any irtpyet finding algorithms, provided
the input is a set of valid four-momenta. This allows to rumaatly the same jet finders on
Monte Carlo truth simulated particles, real signal, traeks. Two different calorimeter signal
definitions are considered as input signal for jet finding:

e Calorimeter towers : all cells in the same projective dimti{defined by a grid in the
(n, ¢) plane) are grouped into a tower. The four-momentum is fortnethe sum of the
cells energies, possibly including a geometrical weighickdlls larger than the tower grid
size, and the direction of the tower.

e Topological clusters (“TopoClusters”). Cells are clustetogether in the 3 dimensions of
the calorimeter according to a nearest neighbour algor{@&th which intrinsically per-
forms a noise suppression.

Besides different types of input signal, ATLAS considers @pproaches for the jet calibration.

Global hadronic calibration. Jets are built from raw calorimeter signal (towers or clus-
ters), then a set of correction factors (weights) are appbehe energy of the constituting cells.
The weights depend on the characteristics of the cells riicpéar its energy density and its loca-
tion in the calorimeter. They are extracted from a fit to sated di-jet events. With this method,
all calibration corrections are included in a single set efghts, hence its name “global” [22].

Local hadronic calibration. This second method is an attempt to have a finer, better
understood calibration method for jets. It relies on har@alibration of topological clusters
[23] : jets are built from these calibrated input signalseiila jet energy scale correction remains
to be applied. This approach is more complex but allows todgle different corrections (non-
compensation, dead material losses, energy scale) angsisdiny promising.

An illustration of performance for both calibration metisad shown in Fig. 14; a detailed
discussion of these performances can be found in Ref. [24];
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4.2 Data driven corrections

In parallel to the base-line calibrations described ab8¥&AS aims to reach a precise energy
scale measurement using experimental data directly. Slavethods are studied:

e Momentum measurement from the tracker (P) compared to ydepsition in calorime-
ter (E) allows to validate the energy scale for charged piomsinimum bias events [25],
studying the E/P ratio.

e QCD di-jet events can be used to uniformize the responseeotéorimeter inp and
¢ [26].

e Z+jets ory+jets events will be used assuming an excellent calibraifalectromagnetic
objects : applyingPr balance or missing’r projection techniques will allow to retrieve a
correct jet energy scale [26].

e With QCD multi-jet events it is possible to correct high-jets against several lowexr
jets whose energy scale is better known thanks to previotisats [26].

In some analysed)-situ methods using constraints coming from the mass of the W boson
will be applied to control even better the jet energy. Thisy@ically the case in top physics
analyses where different methods are under study [27].

4.3 Jets algorithms, other jets studies

Several different jet algorithms are available for physcslysis. Two families of such algo-
rithms are reconstructed by default :

e ATLAS iterative cone algorithm (described in detail in [R2lith cone radii 0.4 and 0.7,
e Kt clustering algorithm [22], setting the size parameteoD3 and 0.6 .



These algorithms are officially supported and used in ciibm studies. Variations of these
algorithms with different jet sizes and clustering pararetan easily be configured, as appro-
priate in the context of a given physics analysis. In addjtather algorithms like the midpoint
cone algorithm [28], the seedless infrared safe cone atgniEISCone [6] and all flavours of re-
cursive recombination algorithms provided in the Fas@Eliljrary, and the “optimal jet finder”
described in [29], are available within the standard ATLA8ware framework.

Various other jet-related studies are on-going in the ATLod8aboration in order to un-
derstand better and improve jet reconstruction:

e Associating reconstructed tracks with calorimeter sigélbws to obtain efficient jet en-
ergy corrections. Moreover, vertex information can helpdjecting jets coming from
pile-up [24].

e Different studies are on-going in order to understand pedgithe effects of pile-up, in
particular in the liquid argon calorimeter.

e Jets sub-structure studies such as the use of the “y-sastai Qy k; jet algorithms [30]

4.4 Conclusion

We gave a brief overview of the recent work of the ATLAS cotledttion related to jets recon-
struction (details in [31]). In order to deal with the gregperimental challenges and to achieve
an excellent measurement of hadronic jets, the collalworatas adopted a flexible approach
including two main strategies for jet calibration. The ablbration is also preparing several
data-based and in-situ techniques to correct and conteojethenergy scale and resolution at
the precision required by physics analysis as well as cdaimipseveral studies to ensure the
understanding of the detector response to hadronic jettiimal.

5 b-jets at LHCb
Author: Victor Coco (on behalf of the LHCb Collaboration)

LHCb [32] is an LHC experiment dedicated to precise measargsnof CP violation
and rare B-meson decays. We show that its specifications fardgepest for reconstruction
and identification of b-jets as well. The LHCb detector is &-@anm spectrometer. It covers
the forward region of the interaction point, from 30 mrad @03250) mrad in the bending
(non-bending) plane. The choice of such a limited acceptasanotivated by the fact that
most of thex 500 ub correlatedbb pairs are produced in this region. LHCb experiment will
take data at a luminosity &f x 10%2cm—2s~!, where bunch crossing are dominated by single
pp interactions. Good particle identification, excelleacking and vertexing are needed for B
physics measurements. Expected resolution on track mamestaboutip /p = 0.35% around
10 GeV/c todp/p = 0.55% around 140 GeV/c. Impact parameter resolution is expectdzb t
orp = 14pm + 35um/pr.

5.1 Reconstruction and identification of b-jets

As a textbook case, we study in the following the case of a $ilgmson decaying intbb pairs,
produced in association with a vector boson decaying légatn The Higgs mass is chosen
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reconstructed jet energy (right).

to be 120 GeV /c? and the lepton, with a transverse momentamhigher than10 GeV /c, is
required to be in the LHCb acceptance.

Several contributions might affect the di-jet mass reswotut In order to choose the best
working point for the jet algorithm, a generator level stuafithe di-jet mass reconstruction is
performed. The width of the di-jet mass distribution is shaw Fig. 15. At small R, gluon
radiation and hadronisation induce a low-mass tail. THescetends to increase the width of the
distribution. For large values of R, the area of the jetsnigdaand the contribution of underlying
event particles increases. This effect induces high-nalkss increasing again the width of the
distribution. Taking into account both effects, the optirRavalue is between 0.7 and 0.9. The
limited acceptance of the detector is the major restrictmmjet studies at LHCb. Some jet
particles arriving close to the detector border are notnstacted. Therefore these jets need to
be rejected.

Using the LHCb reconstruction framework, charged and aéyarticles are separated
by matching tracks and electromagnetic calorimeter dsste the full simulation, track mea-
surements are used for charged particles while the energjeofromagnetic clusters is used
for neutral particles. Tracks and electromagnetic clsséee calibrated objects. In a simple ap-
proach, clusters in the hadronic calorimeter are not uséeé. charged and neutral particles are
used as input to the jet algorithm. Two ways of reconstrgctind identifying b-jets are under
study. The first way consists in finding tracks coming fromdalys, and use them as seed for
cone-type jet finding. The second way uses a sequential f@onation algorithm k;-jet [1], to
reconstruct the jets. thig-jet algorithm with an R parameter of 0.75 gives on averagfdio-
)jets for our textbook case events. Only a quarter of themahtransverse momentum higher
than 5 GeV/c. The performance of b-jets reconstructionesgmted below.

A primary cut is applied to remove (uninteresting) jets with < 5 GeV/c, less than
4 constituents and 2% of charged energy. The content of fefmiticles from B-decays is

’R is a generic parameter of the jet algorithm, representirigst approximation thén, ¢) radius.



quantified by two weights separating b- from c- and lighsjeTo construct these weights, tri-
dimensional probability distribution functions have bestracted from Monte Carlo (MC) for
particles that are respectively b-, light- and c-jet cdostits. b-jet identification is then based
on combination of these weights with several variables siscthe number of constituents, the
energy contained in a cone Bf < 0.4 around the jet axis, the charged energy percentage, etc.
Taking only into account the jets that pass the primary cigf belection efficiency is about 81%,
for a rejection of about 95% of light-jets and 91% of c-jetstievents. It is interesting to notice
that the b-jets only partially inside the acceptance aextefl at more than 90% by the selection.
At this level, no explicit reconstruction of vertices, n@nsi-leptonic decay identification has
been performed. This leaves room for future improvements.

Reconstruction of b-jets is efficient in the range of pseadiity 2 < n < 4.2. For jets
well contained in the acceptance, one can determine cmmscio the jet energy depending on
its pr and pseudorapidity. The corrections are determined fram-a bb + ¢ MC sample and
applied to the b-jets of the MC Higgs sample. After corrattithe energy response presents a
non-linearity below 5%, see Fig. 15. In a Gaussian approttimathe di-jet mass resolution is
improved fromo /mean = 24% to 20%. The mass pick is still offset. The contribution due to
loss of neutral hadrons will be added.

The contribution, after b-jets selection, of the remairiipgrtially inside the acceptance”
b-jets, is shown Fig. 16. There is a 10% increase in the rdsolof the corrected di-jet mass
distribution due to the pollution of those jets.

5.2 Interesting processes for LHCh

A measurement ofi(W,Z) — bb + ¢ would be very interesting. But the level of background,
especiallytt — bb + ¢ is large and its suppression is a real challenge for LHCbaBse of the
limited acceptance, global event variablesg( missingEr, sphericity, etc.) are inaccessible.
But this analysis also gives the opportunity to developgdot b-jets studies that might be of
interest for other studies involving b-jets in the forwaegjion.

Many new physics models give rise to particles with meadarkfietime decaying into b
quarks. In the following we will concentrate on feasibilaftwo such models.

Hidden valley is a class of phenomenological models thatreld the Standard Model
(SM) gauge grougzSM with a non-abelian grouyv. High-dimension operators at the TeV
scale allow interactions between SM and new particles. Sumé&al v-hadronsy,, can decay
into the gauge-invariant combinations of SM-particleswvabservable lifetimes. An interesting
process is described by M.J.Strassler and K.M.Zurek [38& SM Higgs, thanks to the coupling
to a new scalar field, decays into twg, which decay intdb pairs. Form,., = 45 GeV /c?, the
probability of correct reconstruction of such a b-jet in LBIiS about 30% up to 50 cm flight path
of ther,. The di-jet mass of b-jets from, decay is shown Fig. 17.

Another interesting model was developed by L. CarpenteKdplan and E-J. Rhee [34].
They have shown that the MSSM with R-parity violation, barymumber violation and non-
unified gaugino masses has a non-excluded parameter spalceeima light boson decays mainly
into two neutralinos. The neutralino decay length variethasnverse square of the baryon num-



ber violation coupling constant”. The final state of such events contains six quarks, among
which the probability to find b and c is large. The two verti¢esn the Y’ — (b, c) sequence
are reconstructed and assembled to getitheertex mass. A study at generator level with ver-
tex smearing has been performed. kgfo = 50 Gev/c?, myo = 115 Gev/c* and\” = 1074,
about 16600 events of signal are expected. After selecfidheod vertices per event, one gets
~6000 events, and most of the background is rejected.Lifimass distribution after selection,
with the remaining events dfb, tt andZ°W=* — bb, is shown on Fig. 17. Studies of vertex
reconstruction and background rejection with full simiglatare ongoing. Details can be found
in [35].

It has been shown that LHCb can reconstruct b-jets in thedmwegion 2 < n < 4),
and reconstruct the di-jet mass with a resolution of abo@t.28election of b-jets benefits a lot
from the quality of the LHCb apparatus. Besides importantiBsics measurements, LHCb has
the potential to observe new physics processes in the hftityaregion looking at b-jets and
highly displaced vertices.

I would like to thank the LHCb Collaboration and the jets wiagkgroup for stimulating
discussions on the subject and for their help in the preioaraf this talk.
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