Determination of parton distributions
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1 Extraction of the proton PDFs from a combined fit of H1 and ZEUS inclusive DIS cross
sections!

1.1 Introduction

The kinematics of lepton hadron scattering is describeerins of the variable®?, the invariant
mass of the exchanged vector boson, Bjorkethe fraction of the momentum of the incoming
nucleon taken by the struck quark (in the quark-parton medaty which measures the energy
transfer between the lepton and hadron systems. The diffafeross-section for the neutral
current (NC) process is given in terms of the structure fionstby
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whereYy = 1+ (1 — y)?. The structure functiong’, andzF; are directly related to quark
distributions, and thei€)? dependence, or scaling violation, is predicted by pertivda@CD.
Forlowz, z < 1072, F; is sea quark dominated, but i@ evolution is controlled by the gluon
contribution, such that HERA data provide crucial inforrmaton low« sea-quark and gluon
distributions. At highQ?, the structure function 3 becomes increasingly important, and gives
information on valence quark distributions. The chargedeni (CC) interactions also enable us
to separate the flavour of the valence distributions at higsince their (LO) cross-sections are
given by,
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Parton Density Function (PDF) determinations are usuditpioed in global NLO QCD
fits [1-3], which use fixed target DIS data as well as HERA datasuch analyses, the high
statistics HERA NCe™p data have determined the lowsea and gluon distributions, whereas
the fixed target data have determined the valence diswitsiti Now that highQ? HERA data
on NC and CCetp ande~p inclusive double differential cross-sections are avéglaBDF fits
can be made to HERA data alone, since the HERA Ifjghcross-section data can be used to
determine the valence distributions. This has the advaritzgy it eliminates the need for heavy
target corrections, which must be applied to#hEe and.. D fixed target data. Furthermore there
is no need to assume isospin symmetry, i.e. thiatthe proton is the same asin the neutron,
since thed distribution can be obtained directly from GCp data.

The H1 and ZEUS collaborations have both used their data ke fBF fits [3], [4]. Both
of these data sets have very small statistical uncertajrdiee that the contribution of systematic
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uncertainties becomes dominant and consideration of poipbint correlations between sys-
tematic uncertainties is essential. The ZEUS analysisstakeount of correlated experimental
systematic errors by the Offset Method, whereas H1 uses éissigh method [5]. Whereas the
resulting ZEUS and H1 PDFs are compatible, the gluon PDFs tether different shapes, see
Fig 7, and the uncertainty bands spanned by these analysesraparable to those of the global
fits.

It is possible to improve on this situation since ZEUS and I measuring the same
physics in the same kinematic region. These data have barhimed using a 'theory-free’
Hessian fit in which the only assumption is that there is a ttalee of the cross-section, for
each process, at eaah@? point [6]. Thus each experiment has been calibrated to ther.ot
This works well because the sources of systematic uncertaineach experiment are rather
different, such that all the systematic uncertainties arevaluated. The resulting correlated
systematic uncertainties on each of the combined datagpanat significantly smaller than the
statistical errors. This combined data set has been usedeasput to an NLO QCD PDF
fit. The consistency of the input data set and its small syatienuncertainties enables us to
calculate the experimental uncertainties on the PDFs ubiag? tolerance,Ax? = 1. This
represents a further advantage compared to the global fitsmsawhere increased tolerances of
Ax? = 50 — 100 are used to account for data inconsistencies.

For the HERAPDFO.1 fit presented here, the role of correlayastematic uncertainties is
no longer crucial since these uncertainties are relatisgigll. This ensures that similar results
are obtained using either Offset or Hessian methods, ombglgicombining statistical and sys-
tematic uncertainties in quadrature. Tieper degree of freedom for a Hessian fibig3 /562
and for a quadrature fit it i$28 /562. For our central fit we have chosen to combine the 43 sys-
tematic uncertainties which result from the separate ZEtSH#l data sets in quadrature, and to
Offset the 4 sources of uncertainty which result from the lsimation procedure. Thg? per de-
gree of freedom for this fit i477/562. This procedure results in the most conservative estimates
on the resulting PDFs as illustrated in Fig. 1 which comp#énesPDFs and their experimental
uncertainties as evaluated by the procedure of our centiahdi as evaluated by treating the 47
systematic uncertainties by the Hessian method.

Despite this conservative procedure, the experimentartaiaties on the resulting PDFs
are impressively small and a thorough consideration oh&rruncertainties due to model as-
sumptions is necessary. In Section 1.2 we briefly describel#ita combination procedure. In
Section 1.3 we describe the NLO QCD analysis and model aggumspIn Section 1.4 we give
results. In Section 1.5 we give a summary of the fit resultsspatifications for release of the
HERAPDFO.1 to LHAPDF. In Section 1.6 we investigate the pohs of the HERAPDFO.1
for W and Z cross-sections at the LHC.

1.2 Data Combination

The data combination is based on assumption that the H1 attbZ&&periments measure the
same cross section at the same kinematic points. The syisteimaertainties of the measure-
ments are separated, following the prescription given byHt and ZEUS, into point to point
correlated sources; and uncorrelated systematic uncertainty, which is addetthetostatisti-
cal uncertainty in quadrature to result in total uncoredatincertaintys; for each bini. The
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Fig. 1: HERAPDFsgu,, zd,, =S, zg at Q% = 10GeV?. (Left) with experimental uncertainties evaluated as fier t
central fit (see text) and (right) with experimental undeitas evaluated by accounting for the 47 systematic errors
by the Hessian method.

correlated systematic sources are considered to be ulateddetween H1 and ZEUS. All un-
certainties are treated as multiplicative i.e. propodidio the central values, which is a good
approximation for the measurement of the cross sections.

A correlated probability distribution function for the pdigal cross sectionsd/*¢ and
systematic uncertainties; 1, for a single experiment corresponds tg-afunction:

)

S 2

. . t

|:Mz,truo _ (Mz 4 Zj %MZ Lzuo(aj,true)>:| 9

X2 (Mi,true o ) _ Z a; M Z (0 true)
exp » ©g,true M btrue 2 O'g{,

7 (0'17) J g

M’L

, ‘ 1)

whereM" are the central values measured by the experinégWt,/O«; are the sensitivities to

the correlated systematic uncertainties apd are the uncertainties of the systematic sources.

For more than one experiment, tojgl,, can be represented as a sunyé{p. The combination

procedure allows to represegt , in the following form:
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Here the sum runs over a union set of the cross section biresvalbe of they?,, at the minimum,

X2, quantifies consistency of the experimentgia'© are the average values of the cross sections
andg; correspond to the new systematic sources which can be eltamm the original sources
a; through the action of an orthogonal matrix. In essence, theage of several data sets allows



one to represent the totgP in a form which is similar to that corresponding to a singléadset,
Eqg. 1, but with modified systematic sources.

The combination is applied to NC and CC cross section daentalthe™ ande™ beams
simultaneously to take into account correlation of the aysttic uncertainties. The data taken
with proton beam energies df, = 820 GeV andFE, = 920 GeV are combined together
for inelasticity y < 0.35, for this a small center of mass energy correction is appliedr
the combined data set there are 596 data points and 43 exeainsystematic sources. The
x3/dof = 510/599 is below 1, which indicates conservative estimation of the uncoteela
systematics.

Besides the experimental uncertainties, four additiooafees related to the assumptions
made for the systematic uncertainties are considered. Tée@xtra sources deal with correla-
tion of the H1 and ZEUS data for estimation of the photopréidacbhackground and simulation
of hadronic energy scale. These sources introduce adalitiori % uncertainty fory > 0.6 and
y < 0.02 data. The third source covers uncertainty arising from #m@er of mass correction
by varying F, = FEQCD to F;, = 0. The resulting uncertainty reaches few per mille level for
y ~ 0.35. Finally, some of the systematic uncertainties, for exanfy@ckground subtraction,
may not be necessary multiplicative but rather additivdependent of the cross section central
values. The effect of additive assumption for the errorsvéumted by comparing the average
obtained using Eq. 1 and an average in whi¢ht™¢ /)f%2v¢ scaling is removed for all but global
normalization errors.

1.3 QCD Analysis

The QCD predictions for the structure functions are obthibg solving the DGLAP evolution
equations [7-9] at NLO in th&IS scheme with the renormalisation and factorization scales
chosen to b&)? 2. The DGLAP equations yield the PDFs at all valueg8fprovided they are
input as functions of: at some input scal§?. This scale has been chosen tog = 4GeV>
and variation of this choice is considered as one of the manietrtainties. The resulting PDFs
are then convoluted with NLO coefficient functions to give 8iructure functions which enter
into the expressions for the cross-sections. The choichehetavy quark masses is,. =
1.4,my = 4.75GeV, and variation of these choices is included in the modekttainties. For
this preliminary analysis, the heavy quark coefficient tiores have been calculated in the zero-
mass variable flavour number scheme. The strong couplingtainwas fixed tav, (M%) =
0.1176 [12], and variations in this value af0.002 have also been considered.

The fit is made at leading twist. The HERA data have a minimwariant mass of the
hadronic systemi¥2, of W2. = 300 GeV? and a maximun, z,,,, = 0.65, such that they
are in a kinematic region where there is no sensitivity tggimass and large-higher twist
contributions. However a minimui®? cut is imposed to remain in the kinematic region where
perturbative QCD should be applicable. This has been chode)? . = 3.5 GeV2. Variation

min
of this cut is included as one of the model uncertainties.

A further model uncertainty is the choice of the initial paegerization aQ2. Three types
of parameterization have been considered. For each of thesees the PDFs are parameterized

2The programme QCDNUM [10] has been used and checked agh@ptagramme QCDfit [11].



by the generic form
zf(z) = AeP(1 — 2)°(1 + Dz + Ex? + Fa?), (3)

and the number of parameters is chosen by ’saturation oftheuch that parameter®, E, F
are only varied if this brings significant improvement to #ffe Otherwise they are set to zero.

The first parameterization considered follows that usedheyAEUS collaboration. The
PDFs foru valence,zu,(x), d valence,zd,(z), total sea,zS(x), :the gluon,zg(x), and the
difference between théandu contributions to the sea,A(x) = z(d — ), are parameterized.

2y () = AypzP (1 — 2)9 (1 + Dy + Eyya?)
xdy(x) = Adv:UBd’”(l — :U)Cd’”
zS(x) = AgxPs (1 — x)%s
zg(z) = AgzPo(1 — )% (1 + Dyx)
zA(z) = ApzPa (1 — 2)%

The total sea is given by;S = 2z(@ +d + 5 + ¢ + b), whereg = ¢, for each flavour,

U = Uy + Ugeq, d = dy + dseq ANAq = ¢se, fOr all other flavours. There is no information on the
shape of the:A distribution in a fit to HERA data alone and so this distribathas its parameters
fixed, such that its shape is consistent with Drell-Yan dathies normalization is consistent with
the size of the Gottfried sum-rule violation. A suppressibthe strange sea with respect to the
non-strange sea of a factor of 2@§, is imposed consistent with neutrino induced dimuon data
from NuTeV. The normalisation parameters,,, A4, A4, are constrained to impose the number
sum-rules and momentum sum-rule. TB@arameters,,, and B, are set equal, since there is
no information to constrain any difference. Finally thisZE&-style parameterization has eleven
free parameters.

The second parameterization considered follows that oHth€ollaboration The choice
of quark PDFs which are parameterized is different. Thelguare considered astype and
d-type,zU = z(uy + Useq + ¢), 2D = 2(dy + dseq + 5), U = 2(@ + ¢) andzD = z(d + 5),
assumingys.q = ¢, as usual. These four (anti-)quark distributions are patarized separately.

2U(z) = AyzP7 (1 — 2)°U (1 + Dyx + Eya? + Fya®)

zD(x) = ApzBP (1 — 2)°P(1 + Dpz)
aU(x) = AgazBo(1 — z)Cv
zD(z) = Apz®p (1 — 2)p
zg(x) = AgxBo(1 — )%

Since the valence distributions must vanishras: 0, the parametersd and B are set equal for
xU andzU; Ay = Ay, By = By; and foreD andxD; Ap = Ap, Bp = Bp. Since there is
no information on the flavour structure of the sea it is alscessary to seB; = Bp, such that
there is a singlé3 parameter for all four quark distributions. The normalmatA,, of the gluon



is determined from the momentum sum-rule and the param&tgrand Dp are determined by
the number sum-rules. Assuming that the strange and chaark distributions can be expressed
asz independent fractionsfs, = 0.33 and f. = 0.15, of thed andwu type sea respectively, gives
the further constraintl; = A (1 — f5)/(1 — f.), which ensures that = d at low z. Finally
this H1-style parameterization has 10 free parameters.

The third parameterization we have considered combinelsdbiefeatures of the previous
two. It has less model dependence than the ZEUS-style p&gearation in that it makes fewer
assumptions on the form of sea quark asymmetky and it has less model dependence than the
H1-style parameterization in that it does not assume daguafliall B parameters. Furthermore,
although all types of parameterization give acceptaBBl@alues, the third parameterization has
the besty? and it gives the most conservative experimental errorss iEhihe parameterization
which we chose for our central fit. The PDFs which are pararizet arexu,, zd,,, rg andzU,
zD.

Tuy(x) = Auva“”(l — x)C"”(l + Dy + Eypz?)

xdy(x) = AgyaBi (1 — z)C

xU(z) = AgaBo(1 — z)Cv

xD(x) = AD:UBD(l - ac)CD
zg(x) = AgxBo(1 — )%

The normalisation parameterd,,,, A4, A4, are constrained to impose the number sum-rules
and momentum sum-rule. THe parametersB,,, and By, are set equalB,, = By, and theB
parameters3; and B are also set equalj; = B, such that there is a singleé parameter for
the valence and another different singteparameter for the sea distributions. Assuming that the
strange and charm quark distributions can be expressethdependent fractiong, = 0.33 and

fo = 0.15, of thed andu type sea, gives the further constraityy = Ap(1 — f5)/(1 — f.). The
value of f; = 0.33 has been chosen to be consistent with determinations ofréltgon using
neutrino induced di-muon production. This value has beeed#o evaluate model uncertainties.
The charm fraction has been set to be consistent with dyngemieration of charm from the start
point of Q? = m?2, in a zero-mass-variable-flavour-number scheme. A smaitian of the
value of f. is included in the model uncertainties. Finally this partarieation has 11 free
parameters.

It is well known that the choice of parameterization can ciffeoth PDF shapes and the
size of the PDF uncertainties. Fig 2 compares the PDFs andutieertainties as evaluated using
these three different parameterizations. As mentiondieeahe third parameterization results
in the most conservative uncertainties.

We present results for the HERA PDFs based on the third typamaimeterization, includ-
ing six sources of model uncertainty as specified in Table & al&b compare to results obtained
by varyinga, (M%) and by varying the choice of parameterization to those oZ&ES and the
H1 styles of parameterization.
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Fig. 2: HERAPDFSgu,, xd,, xS, zg and their uncertainties % = 10GeV?.
the ZEUS-style parameterization; (right) for the H1-sfyégameterization

Table 1: Standard values of input parameters and cuts, andatfations considered to evaluate model uncertainty

(Left) for the central fit; (centre) for

Model variation| Standard value Upper Limit | Lower limit
Me 1.4 1.35 1.5
mp 4.75 4.3 5.0

2 3.5 2.5 5.0
Q3 4.0 2.0 6.0
fs 0.33 0.25 0.40
fe 0.15 0.12 0.18
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Fig. 3: HERA combined NC (left) and CC (right) data. The potidins of the HERAPDFO.1 fit are superimposed.
The uncertainty bands illustrated derive from both experital and model sources

1.4 Results

In Fig. 3 we show the HERAPDFO.1 superimposed on the combiata set for NC data and
CC data. In Fig 4 we show the NC data at I@¥%, and we illustrate scaling violation by showing
the reduced cross-section \@? for a few representative bins. The predictions of the HERA-
PDFO0.1 fit are superimposed, together with the predictidibeoZEUS-JETS and H1PDF2000
PDFs.

Fig. 5 shows the HERAPDFO0.1 PDFs&y,, zd,, xS, xg, as a function of: at the starting
scaleQ? = 4 GeV’ and atQ? = 10 GeV?. Fig. 6 shows the same PDFs at the sc&)és=
100, 10000 Ge\~2. Fractional uncertainty bands are shown beneath each RigFexperimental
and model uncertainties are shown separately. As the PQiRgeawith Q2 the total uncertainty
becomes impressively small.

The total uncertainty of the PDFs obtained from the HERA cimedb data set is much
reduced compared to the PDFs extracted from the analysé® ceparate H1 and ZEUS data
sets, as can be seen from the summary plot Fig. 7, where tieeséiERAPDF0.1 PDFs are
compared to the ZEUS-JETS and H1IPDF2000 PDFs. Itis als@siteg to compare the present
HERAPDFO0.1 analysis of the combined HERA-I data set with aal\esis of the separate data
sets which uses the same parameterization and assumpEans. makes this comparison. It
is clear that it is the data combination, and not the choiggaodmeterization and assumptions,
which has resulted in reduced uncertainties for the logition and sea PDFs.

The break-up of the HERAPDFs into different flavours is iitated in Fig. 9, where the
PDFszU, D, U, xD andza, xd, x¢, x5 are shown af)? = 10 GeV2. The model uncertainty
on these PDFs from variation ¢, Q2, m. andm, is modest. The model uncertainty from
variation of f; and f. is also modest except for its obvious effect on the charm &radge quark
distributions.

It is also interesting to look at the results obtained frormgithe ZEUS-style and H1
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Fig. 10: HERAPDFs a? = 10GeV?: with the results for the ZEUS-style parameterizationtflehd for the
H1-style parameterization (right) superimposed as a lifge |

style parameterizations described in Section 1.3. In Figth&se alternative parameterizations
are shown as a blue line superimposed on the HERAPDFO0.1 POese variations in param-
eterization produce changes in the resulting PDFs whichcamgparable to the experimental
uncertainties in the measured kinematic range. A furthgatian of parameterization originates
from the fact that, if theD parameter for the gluon is allowed to be non-zero, then egoh t
of parameterization yields a double minimumyf such that the gluon may take a smooth or
a 'humpy’ shape. Although the lowey? is obtained for the for the smooth shape, #ffefor
the "humpy’ shape is still acceptable. The PDFs for the "hynmwprsion of our chosen form of
parameterization are compared to the standard versiomiriEj where they are shown as a blue
line superimposed on the HERAPDFO.1 PDFs. This compargsshdwn at)? = 4GeV?, where
the difference is the greatest. Nevertheless the resutibigs are comparable to those of the stan-
dard choice. This explains a long-standing disagreemethteirshape of the gluon obtained by
the separate ZEUS-JETS and H1PDF200 analyses. The ZEU&udatmed the smooth shape
and the H1 data favoured the 'humpy’ shape. However the sicecof the combined data set
results in PDFs for these shapes which are not significaiffrent in the measured kinematic
region.

It is also interesting to compare the PDFs for the standaoiceho those obtained with
a different input value ofvs(M2). The uncertainty on the current PDG valuecaf(M?%) is
+0.002 and thus we vary our central choice by this amount. The esué shown in Fig. 12,
where we can see that this variation only affects the gluof,Bch that the larger(smaller)
value ofas(Mg) results in a harder(softer) gluon as predicted by the DGLARagons. The
change is outside total uncertainty bands of the standaréifially, Figs. 13 and 14 compare
the HERAPDFO.1 PDFs to those of the CTEQ and the MRST/MSTWpgoespectively. The
uncertainty bands of the CTEQ and MRST/MSTW analyses hage bealed to represe6®%
CL limits for direct comparability to the HERAPDFO0.1. The REPDFO0.1 analysis has much
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1.5 Summary of HERAPDFO.1 results

Now that high€)? HERA data on NC and C€*p ande~p inclusive double differential cross-
sections are available, PDF fits can be made to HERA data,aome the HERA higld)? cross-
section data can be used to determine the valence distiiisuéind HERA lowQ? cross-section
data can be used to determine the Sea and gluon distribufldrescombined HERA-I data set,
of neutral and charged current inclusive cross-sections'fp ande™p scattering, has been used
as the sole input for an NLO QCD PDF fit in the DGLAP formalisimheTconsistent treatment
of systematic uncertainties in the joint data set ensurasdkperimental uncertainties on the
PDFs can be calculated without need for an increagetblerance. This results in PDFs with
greatly reduced experimental uncertainties comparedeteéparate analyses of the ZEUS and
H1 experiments. Model uncertainties, including thosemgiffom parameterization dependence,
have also been carefully considered. The resulting HERAP(@RIled HERAPDFO0.1) have
improved precision at low-compared to the global fits. this will be important for preitins of
the W andZ cross-sections at the LHC, as explored in the next Section.

These PDFs have been released on LHAPDF in version LHAP&RbBey consist of a
central value and 22 experimental eigenvectors plus 12 hadtgenatives. The user should sum
over Nmem=1,22 for experimental uncertainties and over iNaig34 for total uncertainties.

1.6 Predictions forW and Z cross-sections at the LHC using the HERAPDFO.1

At leading order (LO)J¥ and Z production occur by the procesg; — W/Z, and the momen-
tum fractions of the partons participating in this subpsscare given by, = %exp(iy),
where M is the centre of mass energy of the subprocéés= My, or My, /s is the centre

of mass energy of the reactioy§ = 14 TeV at the LHC) and; = %ln ng% gives the parton
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rapidity. The kinematic plane for LHC parton kinematics limwn in Fig. 15. Thus, at central
rapidity, the participating partons have small momentuactions,z ~ 0.005. Moving away
from central rapidity sends one parton to lowesind one to highet, but over the central rapid-
ity range,|y| < 2.5, z values remain in the rangg,x 10~* < 2 < 5 x 1072, Thus, in contrast
to the situation at the Tevatron, the scattering is hapgemainly between sea quarks. Further-
more, the high scale of the proce®é = M? ~ 10,000 GeV? ensures that the gluon is the
dominant parton, see Fig. 15, so that these sea quarks hatky ineen generated by the flavour
blind ¢ — qq splitting process. Thus the precision of our knowledgé&lond Z cross-sections
at the LHC is crucially dependent on the uncertainty on thenertum distribution of the low-
gluon.

HERA data have already dramatically improved our knowledfjéhe low« gluon, as
discussed in earlier proceedings of the HERALHC workshd.[INow that the precision of
HERA data at smalk have been dramatically improved by the combination of H1 2B8S
HERA-I data, we re-investigate the consequences for predgof W, Z production at the LHC.

Predictions for thé?/Z cross-sections, decaying to the lepton decay mode, usiffCT
ZEUS PDFs and the HERAPDFO0.1 are summarised in Table 2. MNatete uncertainties of
CTEQ PDFS have been rescaled to repreggfit CL, in order to be comparable to the HERA
PDF uncertainties. The precision on the predictions of tbea fits (CTEQ6.1/5 and ZEUS-
2002) for the totallV’/Z cross-sections is- 3% at 68% CL. The precision of the ZEUS-2005
PDF fit prediction, which used only ZEUS data, is comparasilece information on the low-
gluon is coming from HERA data alone. The increased pretisiothe HERAPDFO.1 lowe
gluon PDF results in increased precision of th¢Z cross-section predictions ef 1%.

It is interesting to consider the predictions as a functibmapidity. Fig 16 shows the
predictions forlV+, 1 ~, Z production as a function of rapidity from the HERAPDF0.1 PDF
fit and compares them to the predictions from a PDF fit, usiegséime parameterization and
assumptions, to the H1 and ZEUS data from HERA-I uncombirfét increase precision due
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to the combination is impressive. Fig. 17 show the predistifor W+, W ~, Z production as a
function of rapidity from the CTEQ®6.1, 6.6 and MRSTO1 PDF fds comparison. The uncer-
tainties on the CTEQ and MRST PDF predictions have beenlasstarepreserti8% CL limits,
for direct comparability to the HERAPDFO.1 uncertaintiég.central rapidity these limits give
an uncertainty on the boson cross-sections 6%, (~ 3%),(~ 2%) for CTEQ6.1, (CTEQ6.6),
(MRSTO01) compared te- 1% for the HERAPDFO.1.

So far, only experimental uncertainties have been includedese evaluations. It is also
necessary to include model uncertainties. Fig. 18 shows$itheW —, Z rapidity distributions
including the six sources of model uncertainty detailedeot®n 1.3. These model uncertainties
increase the total uncertainty at central rapidityt®%. Further uncertainty due to the choice
of as(My) is small because, although a lower (higher) choice resultslarger (smaller) gluon
at low x, the rate of QCD evolution is lower (higher) and this largetynpensates. Uncertainties
due to the choice of parameterization also have little ihpacthe boson rapidity spectra in
the central region as illustrated in Fig. 18 by the superisggdoblue line, which represents the
alternative 'humpy’ gluon parameterization (see Sec..1.4)

Since the PDF uncertainty feeding into tHé™, W~ and Z production is mostly coming
from the gluon PDF, for all three processes, there is a stomngelation in their uncertainties,
which can be removed by taking ratios. Figs. 16, 17 and 18silew thell” asymmetry

Ay =W —W7)/ (W +W).
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PDF Set oc(WH).BWT —=1Ty) o(W™).BW- —=1"v) oZ).B(Z—I1"")

CTEQ6.1 11.61£0.34 nb 8.54+0.26 nb 1.89 £ 0.05 nb
CTEQG6.5 12.47+0.28 nb 9.14£0.22 nb 2.03+£0.04 nb
ZEUS-2002 12.07+0.41 nb 8.76 £0.30 nb 1.89 £+ 0.06 nb
ZEUS-2005 11.87£0.45nb 8.74+0.31nb 1.97 £ 0.06 nb
HERAPDF0.1 12.1440.13 nb 9.08+0.14 nb 1.99 £ 0.025 nb

Table 2: LHCW/Z cross-sections for decay via the lepton mode, for variousWith68% CL uncertainties.

The experimental PDF uncertainty on the asymmetry is largeb% for both CTEQ and HER-
APDFs,~ 7% for the MRSTO1 PDFs) than that on the individual distribn§@nd the variation
between PDF sets is also larger - compare the central valties GTEQ and MRST predictions,
which are almos25% discrepant. This is because the asymmetry is sensitiveetditference in
the valence PDFs;, — d,, in the low= region,5 x 1074 < 2 < 5 x 1072, where there is no
constraint from current data. To see this consider that at LO

Aw ~ (ud — du)/(ud + dii + c5 + s¢)

and thaid ~ @ at low-z. (Note that the:s andsc contributions cancel out in the numerator). The
discrepancy between the CTEQ and MRSTO01 asymmetry predgcaty = 0 can be quantita-
tively understood by considering their different valend2M8 (see Figs. 13, 14 in Sec. 1.4). In
fact a measurement of the asymmetry at the LHC will provide inéormation to constrain these
PDFs.

By contrast, the ratio
Ryw = Z/(W+ + W_),

also shown in Figs. 16, 17 and 18, has very small PDF uncédgsifboth experimental and
model) and there is no significant variation between PDF Satsinderstand this consider that
atLO

Ryzw = (utt + dd + c€ + s5)/(ud + du + 5 + s¢)

(modulo electroweak couplings) and thiat-  at low-z 3. This will be a crucial measurement
for our understanding of Standard Model Physics at the LHC.

However, whereas th& rapidity distribution can be fully reconstructed from itsazy
leptons, this is not possible for th& rapidity distribution, because the leptonic decay channel
which we use to identify thél’s have missing neutrinos. Thus we actually measuréditie
decay lepton rapidity spectra rather than Wierapidity spectra. Fig. 18 also shows the rapidity
spectra for positive and negative leptons fréiit and W~ decay, the lepton asymmetry,

A= (I 1)/ 1)

and the ratio
Ry = Z/(l+ +17)

3There is some small model dependence from the strange s#iarfraccounted for in both HERAPDFO0.1 and in
CTEQ6.6 PDFs.
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A cut of, p;; > 25 GeV, has been applied on the decay lepton, since it will ngbtdssible to
trigger on leptons with smaj;;. A particular lepton rapidity can be fed from a rangelif
rapidities so that the contributions of partons at differevalues is smeared out in the lepton
spectra, but the broad features of tfiiespectra remain.

In summary, these investigations indicate that PDF unicdiga, deriving from experi-
mental error, on predictions for tH&, Z rapidity spectra in the central region, have reached a
precision of~ 1%, due to the input of the combined HERA-I data. This level agdgision is
maintained when using the leptons from ifvedecay and gives us hope that we could use these
processes as luminosity monitbrsHowever, model dependent uncertainties must now be con-
sidered very carefully. The current study will be repeatsih@ a general-mass variable-flavour
scheme for heavy quarks.

The predicted precision on the ratids;y7, Rz is even better since model uncertainties
are also very small giving a total uncertainty of 1%. This measurement may be used as a
SM benchmark. However tHé and lepton asymmetries have larger uncertainties {%). A
measurement of these quantities would give new informatiowalence distributions at small-

4A caveat is that the current study has been performed usirfg$@Es which are extracted using NLO QCD in
the DGLAP formalism. The extension to NNLO gives small cotiens~ 1%. However, there may be much larger
uncertainties in the theoretical calculations becausekitematic region involves low- There may be a need to
account forin(1/x) resummation or high gluon density effects.



2 Measurements of the Proton Structure FunctionF;, at HERA °
2.1 Introduction

The inclusive deep inelastig scattering (DIS) cross section can at I be written in terms
of the two structure functiond;, and 7y, in reduced form as

d’o Q*x y?
r 2y = . =F Hh-_Z .F 2 4
where@? = —¢? is the negative of the square of the four-momentum traresiebetween the

electrof and the proton, and = Q2/2¢P denotes the Bjorken variable, whefeis the four-
momentum of the proton. The two variables are related thrdhg inelasticity of the scattering
processy = Q?/sxz, wheres = 4F, E, is the centre-of-mass energy squared determined from
the electron and proton beam energiBsandE,,. In eq. 4,o denotes the fine structure constant
andY; =1+ (1 —y)2

The two proton structure functions, and F;, are related to the cross sections of the
transversely and longitudinally polarised virtual phaadnteracting with protonsy;, andor,
according tof;, « oy, andF» « (o1 + or). Therefore the relatiof < F; < F5 holds. In the
Quark Parton Model (QPM)5 is the sum of the quark and anti-quarldistributions, weighted
by the square of the electric quark charges, whereas the wlé}, is zero [14]. The latter
follows from the fact that a quark with spéflcannot absorb a longitudinally polarised photon.

In Quantum Chromodynamics (QCLYy, differs from zero, receiving contributions from
quarks and from gluons [15]. At low and in theQ? region of deep inelastic scattering the
gluon contribution greatly exceeds the quark contributidhereforeFy, is a direct measure of
the gluon distribution to a very good approximation. Theoglwistribution is also constrained
by the scaling violations of, as described by the DGLAP QCD evolution equations [7-9,
16,17]. An independent measurement/f at HERA, and its comparison with predictions
derived from the gluon distribution extracted from th&evolution of 5 (z, Q?), thus represents
a crucial test on the validity of perturbative QCD (pQCD) @avlz. Moreover, depending on
the particular theoretical approach adopted, whether & fixed order pQCD calculation, a re-
summation scheme, or a color dipole ansatz, there appea sighificant differences in the
predicted magnitude df;, at low Q2. A measurement of;, may be able to distinguish between
these approaches.

Previously the structure functiafi;, was extracted by the H1 collaboration from inclusive
data at highy using indirect methods, as discussed in Sect. 2.2. A pradingimeasurement was
also presented by the ZEUS collaboration using initiakstatliation (ISR) events [18], although
the precision of this measurement was limited.

To make a direct measurementigf, reduced cross sections must be measured at the same
x and@? but with differenty values. This can be seen from eq. 4 which stateskpét, Q?) is
equal to the partial derivativéo, (x, Q%,y)/9(y*/Y,). Due to the relationship = Q?/xs this
requires data to be collected at different beam-beam cefimeass energies, which was done
in the last year of HERA running. To maximize the precisioriro$ procedure, the measurable

SContributing authors: J. Grebenyuk, V. Lendermann
®The term electron is used here to denote both electrons aitiqus unless the charge state is specified explicitly.



range ofy?/Y, had to be maximised for each fixadand Q2. This was achieved by operat-
ing HERA at the lowest attainable centre-of-mass energybgnoheasuring this data up to the
highest possible value gf. An intermediate HERA centre-of-mass energy was also chdee
improve the precision of;, extraction and to act as a consistency check. More spebjfiba-
tween March and June 2007, HERA was operated with proton leenyies,;, =460 GeV
and 575 GeV, compared to the previous nominal value of 920 Gb¥ electron beam energy
was unaltered afl, = 27.6 GeV. Thus, three data sets, referred to the high- (HER), Ieidd
(MER) and low-energy running (LER) samples, were collectdith \/s =318 GeV, 251 GeV
and 225 GeV, respectively. The integrated luminositieshefdata sets used by ZEUS (H1) to
measureF;, are 32.8(21.6) pb' for HER, 6 (6.2) pb! for MER and 14 (12.4) pb' for LER.
The specific issues of the recent H1 and ZEUS analyses arsdestin Sect. 2.3, and the results
are presented in Sect. 2.4.

2.2 Indirect Fp, Extraction by H1

H1 extractedFy, from inclusive data using several indirect methods, whigblat the turn over
of the reduced cross section at higldue to theF;, contribution. The basic principle is the
following. First, the reduced neutral current cross sectipis measured in g range, where the
F7, contribution is negligible and thus the relation = F3 holds very well. Afterward, based on
some theoretical assumption, the knowledgédpfs extrapolated towards high Finally F7, is
extracted from the difference between the predictionfipand the measurement @f at highy.

In the analyses ap? > 10 Ge\* [4, 19, 20] the “extrapolation” method is used. In this
method, an NLO QCD PDF fit to H1 HERA data is performed,at 0.35, and the results are
extrapolated to highey using the DGLAP evolution equationg:;, is then extracted at a fixed
y =0.75 and at)? up to 700 GeV using eq. 4. The extracted values are shown in Fig. 19 for the
high-Q? analysis [4].

At low @?, extrapolations of DGLAP fits become uncertain. Epr <2 Ge\?, as the
strong coupling constant,(Q?) increases, the higher order corrections to the pertusbativ
pansion become large and lead to the breakdown of the pQQiDlaabns. Therefore other
methods are used in the H1 la@? data analyses.

The “shape method”, as used in the last H1 IQ#&-study of HERAI data [21], exploits
the shape of,. in a given@? bin. TheQ? dependence at highis driven by the kinematic factor
y?/Y, (eq.4), and to a lesser extent By (z, Q). On the other hand, the gluon dominance at
low z suggests that’;, may exhibit anz dependence similar tB>. Therefore it is assumed that
Fy is proportional taF, and the coefficient of proportionality depends only@h In the extrac-
tion procedure one uses the rafibof the cross sections of the transversely and longitudinall
polarised photons

—m_ )
agr, F2 — FL
which is thus assumed to depend only@h The reduced cross section is fitted by
2 2
y-  R(Q%)
r =1 |1 - =— , 6
T YT R@Y) ©

where some phenomenological model foris chosen.
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An example of such an extraction using a fractal fit #r[22] is shown in Fig. 20, where
preliminary H1 results [21] fo;, aty =0.75 in the range of 0.35 Q2 <8.5Ge\? are pre-
sented. The data favour a positive, not sniajlat low Q2. A drawback of this method is that it
reveals a considerable dependencé @i the choice of thé:, model.
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In the derivative method [20, 21}, is extracted from the partial derivative of the reduced
cross section op at fixedQ?

o, . or 2y2(2 — y)F y_28FL

(7)

Olny|ge T or Y2 L_xYJ,_ oz

which is dominated by thé;-dependent term at hig. The term proportional t@Fy, /0x
is negligible for moderately varying parametrisations/f. For low Q? values the rise of
F;, is weak. The change of the terndF5 /Ox for the two assumptions: no rise at low i.e.
OF;/0x = 0, andF, o< " is numerically significantly smaller than the experimertacision
for 9o, /0Iny. Therefore the derivative methods provides a means forrdetag F;, at low
@Q? with minimal phenomenological assumption. On the othedhére errors obtained with the
derivative method turn out to be significantly larger thapstinfrom the shape method.

The preliminary results of, extraction from H1 HERAI data [21] are presented in
Fig.21. The residual dependence of the measurement on shenpson made for;, is esti-
mated by a comparison with results obtained assuming,awhich is flat iny. The lower bound
on F;, obtained this way is depicted as a solid band in the figure.

2.3 Detalils of DirectF;, Measurements

The H1 and ZEUS analysis procedures involve a measureméhé aficlusive cross section at
y >0.1. In this range, the kinematic variablesy and Q? are most accurately reconstructed
using the polar anglé,., and the energyz’, of the scattered electron according to
2 .
yzl—%sinzﬁ, Q2:M _Q_2

= . 8
E, 2 1—y * ys ®
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Fig. 22: Comparison of 575 GeV data with the sum of DIS and gamlknd simulations for the energy of the scattered
electron, totalE — p., theta of the scattered electron, angle of the hadronic $taé and: coordinate of the vertex.
The dotted lines indicate the cuts applied.

Reaching the higly values necessary for thig, determination requires a measurement of the
scattered electron with energy down to a few GeV. The eleatemdidate is selected as an iso-
lated electromagnetic energy deposition (cluster) in argakter. The crucial analysis issue at
high-y region is the identification of the scattered elettrand the estimation of the hadronic
background which occurs when a particle from the hadronal 8tate mimics the electron sig-
nal. Most of background events are photoproductign) events with@? ~ 0 in which the final
state electron is scattered at low angles (ifigfrand thus escapes through the beam pipe.

The~p background suppression is performed in several stepslyr-oalorimeter shower
estimators are utilised which exploit the different prcfite electromagnetic and hadronic show-
ers. Secondly, background coming from neutral particlesh sistg, can be rejected by requiring
a track associated to the electron candidate. Furthermpreyents are suppressed by utilising
the energy-momentum conservation. For that, the variéblep, = ¥;(E; — p. ;) is exploited,
where the sum runs over energigsand longitudinal momentum componepts; of all particles
in the final state. The requiremeht — p, > 35(42) GeV in the H1 (ZEUS) analysis removes

"Thez axis of the right-handed coordinate systems used by H1 attSa&defined by the direction of the incident
proton beam with the origin at the nomirgp interaction vertex. Consequently, small scattering angfethe final
state particles correspond to large polar angles in thedawate system.
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Fig. 23: Distribution of energy over momentum for trackséd to clusters in the SpaCal with energy frém to
10 GeV that pass all the mediug? analysis cuts. Tracks with a negative charge are assignegaiveF /p.

events where the escaping electron carries a significantantum. It also suppresses events
with hard initial state photon radiation.

However, at lowE” the remaining background contribution after such a seleds of a
size comparable to or even exceeding the genuine DIS sigie.further analysis steps differ
for the H1 and ZEUS analyses as discussed in the following.

ZEUS Analysis Procedure The electron candidates are selected as compact electnetitag
energy depositions in the Uranium Calorimeter (UCal). Tbsifon of the candidate is recon-
structed using either the Small Angle Rear Tracking Detd@RTD), which is a high-granularity
lead-scintillator calorimeter, or with the Hadron-ElectrSeparator (HES), which is a silicon de-
tector located in the electromagnetic section of the UCak Gandidates are selected such that
E! >6Ge\L.

The candidates are validated using information from thekirey devices. The acceptance
region for ZEUS tracking is limited to polar anglés < 154°. The tracking detectors do provide
some coverage beyord = 154, up tof, ~ 168, however the number of tracking layers is too
sparse for full track reconstruction. The hit informatioarh the tracking detectors can still be
used. To do this, a “road” is created between the measurethation vertex and the position
of the electron candidate in the calorimeter. Hits in thekiiag layers along the road are then
counted and compared to the maximum possible number of Ifiitso few hits are found, the
candidate is assumed to be a neutral particle and it is egjecfo ensure the reliability of this
method, the scattered electron is required to exit the akatift chamber at a radiug > 20 cm.
Given thatE! > 6 GeV, this effectively limits the maxima) to y < 0.8 and the minimund)?
achievable at low. Inthe HES analysis, events are measured dowr=®.2 roughly translating
to the@? region,Q? > 24 Ge\2. No background treatment based on the charge of the caadidat
is performed.

8cut of . >4 GeV is used for the event selection, although the binningfomeasurement is chosen such that
E. >6GeV.



The remainingyp background is estimated using Monte Carlo (MC) simulatidnsor-
der to minimise the model uncertainty of the simulation, a pure photoproduction sample is
selected using an electron tagger placed close to the bgmmapout 6 meters away from the in-
teraction point in the rear direction. It tags, with almaosifpct efficiency and purity, the scattered
electrons in such events which are not identified in the mataaor and escape down the beam
pipe. Photoproduction MC is verified against and normalisetthis sample. The normalisation
factor is found to be 1 0.1 for all data sets.

Figure 22 shows, as an example, comparisons of the 575 Gawithtsimulated distribu-
tions, for the energy of the scattered electron, tétal p,, polar angle of the scattered electron,
angle of the hadronic final state and theoordinate of the interaction vertex. A good description
of the data by the simulation is observed. A similar levelgrie@ment was found for both, HER
and LER data sets.

A full set of systematic uncertainties is evaluated for tfess section measurements. The
largest single contribution comes from the electron ensmgfe uncertainty, which is known to
within 1% for E. > 10 GeV, increasing t&-3% atE., =5 GeV. Other significant contributions
are due to thet 10% uncertainty in verifying the Pythia prediction of the cross section using
the electron tagger. The systematic uncertainty due toutiénbsity measurement was reduced
by scaling the three cross sections relative to each othHee. spread of relative normalisation
factor was found to be within the expected level of uncoteglasystematic uncertainty.

H1 Analysis Procedure The H1 measurements éf;, are performed in separate analyses in-
volving different detector components and thus coverirfteiint Q2 ranges. In the higld)?
analysis the electron candidate is selected as an isolieidognagnetic energy deposition in the
Liquid Argon (LAr) calorimeter which covers the polar angésge 4 < 6§ < 153 . The selected
cluster is further validated by a matching track reconséaiin the central tracking device (CT)
with an angular acceptance Gf° < # < 165. In the mediunp? analysis the electron candidate
is selected in the backward calorimeter SpaCal coverin@tiggllar range 153< 0§ <177.5
and is also validated by a CT track. Low@? values are expected to be accessed in the third
analysis, in which the SpaCal cluster is validated by a tiacthe Backward Silicon Tracker
reaching the highegt. The first measurement d@f;, at medium@Q? is already published [23],
and preliminary results of the combined medium-hi@hanalysis are available.

The remainingyp background is subtracted on statistical basis. The methiogokground
subtraction relies on the determination of the electricghaf the electron candidate from the
curvature of the associated track.

Figure 23 shows thé’/p distribution of the scattered electron candidates fiom in-
teractions with the energ¥ measured in the SpaCal and the momenjuaof the linked track
determined by the CT. The good momentum resolution leadscteaa distinction between the
negative and positive charge distributions. The smallekp®rresponds to tracks with negative
charge and thus represents almost pure background. Theks aire termed wrong sign tracks
and events with such candidates are rejected. The highky ghea to right sign tracks, contains
the genuine DIS signal superimposed on the remaining pesiaickground. The size of the latter
to first approximation equals the wrong sign background. frirecipal method of background
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Fig. 24: Top: comparison of the correct sign data (pointshwhe sum (open histogram) of the DIS MC simulation
and background, determined from the wrong sign data (shedidistogram), for the energy. (left) and the polar
angled. (right) of the scattered electron, for the 460 GeV data With< 10 GeV. Bottom: as top but after background
subtraction.

subtraction, and thus of measuring the DIS cross sectioa ypt0.9, consists of the subtraction
of the wrong sign from the right sign event distribution irckea, Q2 interval.

The background subtraction based on the charge measureeggites a correction for
a small but non-negligible charge asymmetry in the neganet positive background samples,
as has been observed previously by H1 [20]. The main caughifoasymmetry lies in the en-
hanced energy deposited by anti-protons compared to @atdow energies. The most precise
measurement of the background charge asymmetry has besnasbfrom comparisons of sam-
ples of negative tracks ia"p scattering with samples of positive trackseinp scattering. An
asymmetry ratio of negative to positive trackslai6 is measured using the high statisticsp
data collected by H1 in 2003-2006. This result is verifiechggphotoproduction events with a
scattered electron tagged in a subdetector of the luminsgstem.

Figure 24 shows, as an example, comparisons of the 460 Géijldgta with simulated
distributions, for the energy and the polar angle of theteoad electron prior to and after sub-
traction of the background, which is determined using wreigg data events.

The measurement df;, as described below relies on an accurate determinationeof th
variation of the cross section for a giverand@? at different beam energies. In order to reduce
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Fig. 25: The reduced inclusive DIS cross section plottedfagetion ofy? /Y., for six values of: atQ? =25 Ge\?,
measured by H1 for proton beam energies of 920, 575 and 460T&Mnner error bars denote the statistical error,
the full error bars include the systematic errors. The lusity uncertainty is not included in the error bars. For the
first three bins inc, corresponding to largey, a straight line fit is shown, the slope of which determifiggz, Q?).

the uncertainty related to the luminosity measurementclvpresently is known to 5% for each
proton beam energy of the 2007 data, the three data sampgle®analised relatively to each
other. The renormalisation factors are determined atfowhere the cross section is determined
by F5 only, apart from a small correction due fg,. The relative normalisation is known to
within 1.6%.

All correlated and uncorrelated systematic errors contbimigh the statistical error lead
to an uncertainty on the measured cross sections at:hfi3 to 5%, excluding the common
luminosity error.

2.4 Measurements off'; (z, Q?) by H1 and ZEUS

The longitudinal structure function is extracted from theasurements of the reduced cross
section as the slope of. versusy?/Y,, as can be seen in eq. 4. This procedure is illustrated in
Fig. 25. The central;, values are determined in straight-line fitstdz, @2, v) as a function of

y? /Y, using the statistical and uncorrelated systematic errors.

The first published H1 measurement Bf (z, Q?) is shown in Fig. 26, the preliminary
ZEUS measurement is presented in Fig. 27. The H1 measuredsvafF';, are compared with
the H1 PDF 2000 fit [4], while the ZEUS;, values are compared to the ZEUS-JETS PDF fit [3].
Both measurements are consistent and show a nonfzero

The H1 results were further averaged oweat fixed Q?, as shown in the left panel of
Fig. 28. The averaging is performed taking thdependent correlations between the systematic
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Fig. 27: The longitudinal proton structure functidi (=, @*) measured by the ZEUS collaboration. The inner error
bars denote the statistical error, the full error bars idelthe systematic errors. The curves represent the ZEUS-JET
PDF fit.

errors into account. The averaged valueg'pfare compared with H1 PDF 2000 fit and with the
expectations from global parton distribution fits at higbeter perturbation theory performed by
the MSTW [24] and the CTEQ [2, 25] groups. Within the expenmaé uncertainties the data
are consistent with these predictions. The measuremelsaansistent with previous indirect
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Fig. 28: The proton structure functidr, shown as a function ap? at the given values of: a) first direct measure-
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curves connect predictions at the given Q) values by linear extrapolation.

determinations o, by H1.

In the combined medium-hig?? analysis by H1 th&)? range is extended up 1Q° =
800 GeV2. The preliminary results are shown in the right panel of E&y.In somey? bins there
is an overlap between the SpaCal and LAr measurements wiijgioves the precision of the
Fy, extraction as compared to the pure SpaCal analysis.

2.5 Summary

Direct measurements of the proton structure funcfigrhave been performed in deep inelastic
ep scattering at lowr at HERA. TheF7, values are extracted by the H1 and ZEUS collaborations
from the cross sections measured at fixeand Q2 but differenty values. This is achieved by
using data sets collected with three different proton beaengges. The H1 and ZEUS results are
consistent with each other and exhibit a non-zEro The measurements are also consistent with
the previous indirect determinations Bf by H1. The results confirm DGLAP NLO and NNLO
QCD predictions forF, (x, Q?), derived from previous HERA data, which are dominated by a
large gluon density at low.
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