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1.1 Introduction

The kinematics of lepton hadron scattering is described in terms of the variablesQ2, the invariant
mass of the exchanged vector boson, Bjorkenx, the fraction of the momentum of the incoming
nucleon taken by the struck quark (in the quark-parton model), andy which measures the energy
transfer between the lepton and hadron systems. The differential cross-section for the neutral
current (NC) process is given in terms of the structure functions by

d2σ(e±p)

dxdQ2
=

2πα2

Q4x

[

Y+ F2(x,Q2) − y2 FL(x,Q2) ∓ Y− xF3(x,Q2)
]

,

whereY± = 1 ± (1 − y)2. The structure functionsF2 andxF3 are directly related to quark
distributions, and theirQ2 dependence, or scaling violation, is predicted by perturbative QCD.
For low x, x ≤ 10−2, F2 is sea quark dominated, but itsQ2 evolution is controlled by the gluon
contribution, such that HERA data provide crucial information on low-x sea-quark and gluon
distributions. At highQ2, the structure functionxF3 becomes increasingly important, and gives
information on valence quark distributions. The charged current (CC) interactions also enable us
to separate the flavour of the valence distributions at high-x, since their (LO) cross-sections are
given by,

d2σ(e+p)

dxdQ2
=

G2
F M4

W

(Q2 + M2
W )22πx

x
[

(ū + c̄) + (1 − y)2(d + s)
]

,

d2σ(e−p)

dxdQ2
=

G2
F M4

W

(Q2 + M2
W )22πx

x
[

(u + c) + (1 − y)2(d̄ + s̄)
]

.

Parton Density Function (PDF) determinations are usually obtained in global NLO QCD
fits [1–3], which use fixed target DIS data as well as HERA data.In such analyses, the high
statistics HERA NCe+p data have determined the low-x sea and gluon distributions, whereas
the fixed target data have determined the valence distributions. Now that high-Q2 HERA data
on NC and CCe+p ande−p inclusive double differential cross-sections are available, PDF fits
can be made to HERA data alone, since the HERA highQ2 cross-section data can be used to
determine the valence distributions. This has the advantage that it eliminates the need for heavy
target corrections, which must be applied to theν-Fe andµD fixed target data. Furthermore there
is no need to assume isospin symmetry, i.e. thatd in the proton is the same asu in the neutron,
since thed distribution can be obtained directly from CCe+p data.

The H1 and ZEUS collaborations have both used their data to make PDF fits [3], [4]. Both
of these data sets have very small statistical uncertainties, so that the contribution of systematic

1Contributing authors: A. Cooper-Sarkar, A. Glazov, G. Li for the H1-ZEUS combination group.



uncertainties becomes dominant and consideration of pointto point correlations between sys-
tematic uncertainties is essential. The ZEUS analysis takes account of correlated experimental
systematic errors by the Offset Method, whereas H1 uses the Hessian method [5]. Whereas the
resulting ZEUS and H1 PDFs are compatible, the gluon PDFs have rather different shapes, see
Fig 7, and the uncertainty bands spanned by these analyses are comparable to those of the global
fits.

It is possible to improve on this situation since ZEUS and H1 are measuring the same
physics in the same kinematic region. These data have been combined using a ’theory-free’
Hessian fit in which the only assumption is that there is a truevalue of the cross-section, for
each process, at eachx,Q2 point [6]. Thus each experiment has been calibrated to the other.
This works well because the sources of systematic uncertainty in each experiment are rather
different, such that all the systematic uncertainties are re-evaluated. The resulting correlated
systematic uncertainties on each of the combined data points are significantly smaller than the
statistical errors. This combined data set has been used as the input to an NLO QCD PDF
fit. The consistency of the input data set and its small systematic uncertainties enables us to
calculate the experimental uncertainties on the PDFs usingthe χ2 tolerance,∆χ2 = 1. This
represents a further advantage compared to the global fit analyses where increased tolerances of
∆χ2 = 50 − 100 are used to account for data inconsistencies.

For the HERAPDF0.1 fit presented here, the role of correlatedsystematic uncertainties is
no longer crucial since these uncertainties are relativelysmall. This ensures that similar results
are obtained using either Offset or Hessian methods, or by simply combining statistical and sys-
tematic uncertainties in quadrature. Theχ2 per degree of freedom for a Hessian fit is553/562
and for a quadrature fit it is428/562. For our central fit we have chosen to combine the 43 sys-
tematic uncertainties which result from the separate ZEUS and H1 data sets in quadrature, and to
Offset the 4 sources of uncertainty which result from the combination procedure. Theχ2 per de-
gree of freedom for this fit is477/562. This procedure results in the most conservative estimates
on the resulting PDFs as illustrated in Fig. 1 which comparesthe PDFs and their experimental
uncertainties as evaluated by the procedure of our central fit and as evaluated by treating the 47
systematic uncertainties by the Hessian method.

Despite this conservative procedure, the experimental uncertainties on the resulting PDFs
are impressively small and a thorough consideration of further uncertainties due to model as-
sumptions is necessary. In Section 1.2 we briefly describe the data combination procedure. In
Section 1.3 we describe the NLO QCD analysis and model assumptions. In Section 1.4 we give
results. In Section 1.5 we give a summary of the fit results andspecifications for release of the
HERAPDF0.1 to LHAPDF. In Section 1.6 we investigate the predictions of the HERAPDF0.1
for W andZ cross-sections at the LHC.

1.2 Data Combination

The data combination is based on assumption that the H1 and ZEUS experiments measure the
same cross section at the same kinematic points. The systematic uncertainties of the measure-
ments are separated, following the prescription given by the H1 and ZEUS, into point to point
correlated sourcesαj and uncorrelated systematic uncertainty, which is added tothe statisti-
cal uncertainty in quadrature to result in total uncorrelated uncertaintyσi for each bini. The
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Fig. 1: HERAPDFs,xuv, xdv, xS, xg at Q2 = 10GeV2. (Left) with experimental uncertainties evaluated as for the

central fit (see text) and (right) with experimental uncertainties evaluated by accounting for the 47 systematic errors

by the Hessian method.

correlated systematic sources are considered to be uncorrelated between H1 and ZEUS. All un-
certainties are treated as multiplicative i.e. proportional to the central values, which is a good
approximation for the measurement of the cross sections.

A correlated probability distribution function for the physical cross sectionsM i,true and
systematic uncertaintiesαj,true for a single experiment corresponds to aχ2 function:

χ2
exp

(

M i,true, αj,true

)

=
∑

i

[

M i,true −
(

M i +
∑

j
∂M i

∂αj

M i,true

M i (αj,true)

)]2

(

σi
M i,true

M i

)2 +
∑

j

(αj,true)
2

σ2
αj

,

(1)
whereM i are the central values measured by the experiment,∂M i/∂αj are the sensitivities to
the correlated systematic uncertainties andσαj

are the uncertainties of the systematic sources.
For more than one experiment, totalχ2

tot can be represented as a sum ofχ2
exp. The combination

procedure allows to representχ2
tot in the following form:

χ2
tot

(

M i,true, βj,true

)

= χ2
0 +

∑

i

[

M i,true −
(

M i,ave +
∑

j
∂M i,ave

∂βj

M i,true

M i,ave (βj,true)

)]2

(

σi,ave
M i,true

M i,ave

)2

+
∑

j

(βj,true)
2

σ2
βj

. (2)

Here the sum runs over a union set of the cross section bins. The value of theχ2
tot at the minimum,

χ2
0, quantifies consistency of the experiments.M i,ave are the average values of the cross sections

andβj correspond to the new systematic sources which can be obtained from the original sources
αj through the action of an orthogonal matrix. In essence, the average of several data sets allows



one to represent the totalχ2 in a form which is similar to that corresponding to a single data set,
Eq. 1, but with modified systematic sources.

The combination is applied to NC and CC cross section data taken withe+ ande− beams
simultaneously to take into account correlation of the systematic uncertainties. The data taken
with proton beam energies ofEp = 820 GeV andEp = 920 GeV are combined together
for inelasticity y < 0.35, for this a small center of mass energy correction is applied. For
the combined data set there are 596 data points and 43 experimental systematic sources. The
χ2

0/dof = 510/599 is below 1, which indicates conservative estimation of the uncorrelated
systematics.

Besides the experimental uncertainties, four additional sources related to the assumptions
made for the systematic uncertainties are considered. Two of the extra sources deal with correla-
tion of the H1 and ZEUS data for estimation of the photoproduction background and simulation
of hadronic energy scale. These sources introduce additional ∼ 1% uncertainty fory > 0.6 and
y < 0.02 data. The third source covers uncertainty arising from the center of mass correction
by varyingFL = FQCD

L to FL = 0. The resulting uncertainty reaches few per mille level for
y ∼ 0.35. Finally, some of the systematic uncertainties, for example background subtraction,
may not be necessary multiplicative but rather additive, independent of the cross section central
values. The effect of additive assumption for the errors is evaluated by comparing the average
obtained using Eq. 1 and an average in whichM i,true/M i,ave scaling is removed for all but global
normalization errors.

1.3 QCD Analysis

The QCD predictions for the structure functions are obtained by solving the DGLAP evolution
equations [7–9] at NLO in theMS scheme with the renormalisation and factorization scales
chosen to beQ2 2. The DGLAP equations yield the PDFs at all values ofQ2 provided they are
input as functions ofx at some input scaleQ2

0. This scale has been chosen to beQ2
0 = 4GeV2

and variation of this choice is considered as one of the modeluncertainties. The resulting PDFs
are then convoluted with NLO coefficient functions to give the structure functions which enter
into the expressions for the cross-sections. The choice of the heavy quark masses is,mc =
1.4,mb = 4.75GeV, and variation of these choices is included in the model uncertainties. For
this preliminary analysis, the heavy quark coefficient functions have been calculated in the zero-
mass variable flavour number scheme. The strong coupling constant was fixed toαs(M

2
Z) =

0.1176 [12], and variations in this value of±0.002 have also been considered.

The fit is made at leading twist. The HERA data have a minimum invariant mass of the
hadronic system,W 2, of W 2

min = 300 GeV2 and a maximumx, xmax = 0.65, such that they
are in a kinematic region where there is no sensitivity to target mass and large-x higher twist
contributions. However a minimumQ2 cut is imposed to remain in the kinematic region where
perturbative QCD should be applicable. This has been chosento beQ2

min = 3.5 GeV2. Variation
of this cut is included as one of the model uncertainties.

A further model uncertainty is the choice of the initial parameterization atQ2
0. Three types

of parameterization have been considered. For each of thesechoices the PDFs are parameterized

2The programme QCDNUM [10] has been used and checked against the programme QCDfit [11].



by the generic form

xf(x) = AxB(1 − x)C(1 + Dx + Ex2 + Fx3), (3)

and the number of parameters is chosen by ’saturation of theχ2’, such that parametersD,E,F
are only varied if this brings significant improvement to theχ2. Otherwise they are set to zero.

The first parameterization considered follows that used by the ZEUS collaboration. The
PDFs foru valence,xuv(x), d valence,xdv(x), total sea,xS(x), the gluon,xg(x), and the
difference between thed andu contributions to the sea,x∆(x) = x(d̄ − ū), are parameterized.

xuv(x) = Auvx
Buv(1 − x)Cuv(1 + Duvx + Euvx

2)

xdv(x) = Advx
Bdv(1 − x)Cdv

xS(x) = ASxBS (1 − x)CS

xg(x) = Agx
Bg(1 − x)Cg (1 + Dgx)

x∆(x) = A∆xB∆(1 − x)C∆

The total sea is given by,xS = 2x(ū + d̄ + s̄ + c̄ + b̄), where q̄ = qsea for each flavour,
u = uv + usea, d = dv + dsea andq = qsea for all other flavours. There is no information on the
shape of thex∆ distribution in a fit to HERA data alone and so this distribution has its parameters
fixed, such that its shape is consistent with Drell-Yan data and its normalization is consistent with
the size of the Gottfried sum-rule violation. A suppressionof the strange sea with respect to the
non-strange sea of a factor of 2 atQ2

0, is imposed consistent with neutrino induced dimuon data
from NuTeV. The normalisation parameters,Auv, Adv , Ag, are constrained to impose the number
sum-rules and momentum sum-rule. TheB parameters,Buv andBdv are set equal, since there is
no information to constrain any difference. Finally this ZEUS-style parameterization has eleven
free parameters.

The second parameterization considered follows that of theH1 Collaboration The choice
of quark PDFs which are parameterized is different. The quarks are considered asu-type and
d-type,xU = x(uv + usea + c), xD = x(dv + dsea + s), xŪ = x(ū + c̄) andxD̄ = x(d̄ + s̄),
assumingqsea = q̄, as usual. These four (anti-)quark distributions are parameterized separately.

xU(x) = AUxBU (1 − x)CU (1 + DUx + EUx2 + FUx3)

xD(x) = ADxBD(1 − x)CD(1 + DDx)

xŪ(x) = AŪxBŪ (1 − x)CŪ

xD̄(x) = AD̄xBD̄(1 − x)CD̄

xg(x) = Agx
Bg (1 − x)Cg

Since the valence distributions must vanish asx → 0, the parameters,A andB are set equal for
xU andxŪ ; AU = AŪ , BU = BŪ ; and forxD andxD̄; AD = AD̄, BD = BD̄. Since there is
no information on the flavour structure of the sea it is also necessary to setBŪ = BD̄, such that
there is a singleB parameter for all four quark distributions. The normalisation, Ag, of the gluon



is determined from the momentum sum-rule and the parametersDU andDD are determined by
the number sum-rules. Assuming that the strange and charm quark distributions can be expressed
asx independent fractions,fs = 0.33 andfc = 0.15, of thed andu type sea respectively, gives
the further constraintAŪ = AD̄(1 − fs)/(1 − fc), which ensures that̄u = d̄ at low x. Finally
this H1-style parameterization has 10 free parameters.

The third parameterization we have considered combines thebest features of the previous
two. It has less model dependence than the ZEUS-style parameterization in that it makes fewer
assumptions on the form of sea quark asymmetryx∆, and it has less model dependence than the
H1-style parameterization in that it does not assume equality of all B parameters. Furthermore,
although all types of parameterization give acceptableχ2 values, the third parameterization has
the bestχ2 and it gives the most conservative experimental errors. This is the parameterization
which we chose for our central fit. The PDFs which are parameterized arexuv, xdv, xg andxŪ ,
xD̄.

xuv(x) = Auvx
Buv(1 − x)Cuv (1 + Duvx + Euvx

2)

xdv(x) = Advx
Bdv(1 − x)Cdv

xŪ(x) = AŪxBŪ (1 − x)CŪ

xD̄(x) = AD̄xBD̄(1 − x)CD̄

xg(x) = Agx
Bg(1 − x)Cg

The normalisation parameters,Auv, Adv , Ag, are constrained to impose the number sum-rules
and momentum sum-rule. TheB parameters,Buv andBdv are set equal,Buv = Bdv and theB
parametersBŪ andBD̄ are also set equal,BŪ = BD̄, such that there is a singleB parameter for
the valence and another different singleB parameter for the sea distributions. Assuming that the
strange and charm quark distributions can be expressed asx independent fractions,fs = 0.33 and
fc = 0.15, of thed andu type sea, gives the further constraintAŪ = AD̄(1 − fs)/(1 − fc). The
value offs = 0.33 has been chosen to be consistent with determinations of thisfraction using
neutrino induced di-muon production. This value has been varied to evaluate model uncertainties.
The charm fraction has been set to be consistent with dynamicgeneration of charm from the start
point of Q2 = m2

c , in a zero-mass-variable-flavour-number scheme. A small variation of the
value of fc is included in the model uncertainties. Finally this parameterization has 11 free
parameters.

It is well known that the choice of parameterization can affect both PDF shapes and the
size of the PDF uncertainties. Fig 2 compares the PDFs and their uncertainties as evaluated using
these three different parameterizations. As mentioned earlier, the third parameterization results
in the most conservative uncertainties.

We present results for the HERA PDFs based on the third type ofparameterization, includ-
ing six sources of model uncertainty as specified in Table 1. We also compare to results obtained
by varyingαs(M

2
Z) and by varying the choice of parameterization to those of theZEUS and the

H1 styles of parameterization.
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Fig. 2: HERAPDFs,xuv, xdv, xS, xg and their uncertainties atQ2 = 10GeV2. (Left) for the central fit; (centre) for

the ZEUS-style parameterization; (right) for the H1-styleparameterization

Model variation Standard value Upper Limit Lower limit
mc 1.4 1.35 1.5
mb 4.75 4.3 5.0
Q2

min 3.5 2.5 5.0
Q2

0 4.0 2.0 6.0
fs 0.33 0.25 0.40
fc 0.15 0.12 0.18

Table 1: Standard values of input parameters and cuts, and the variations considered to evaluate model uncertainty
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Fig. 3: HERA combined NC (left) and CC (right) data. The predictions of the HERAPDF0.1 fit are superimposed.

The uncertainty bands illustrated derive from both experimental and model sources

1.4 Results

In Fig. 3 we show the HERAPDF0.1 superimposed on the combineddata set for NC data and
CC data. In Fig 4 we show the NC data at lowQ2, and we illustrate scaling violation by showing
the reduced cross-section vs.Q2 for a few representativex bins. The predictions of the HERA-
PDF0.1 fit are superimposed, together with the predictions of the ZEUS-JETS and H1PDF2000
PDFs.

Fig. 5 shows the HERAPDF0.1 PDFs,xuv, xdv , xS, xg, as a function ofx at the starting
scaleQ2 = 4 GeV2 and atQ2 = 10 GeV2. Fig. 6 shows the same PDFs at the scalesQ2 =
100, 10000 GeV2. Fractional uncertainty bands are shown beneath each PDF. The experimental
and model uncertainties are shown separately. As the PDFs evolve withQ2 the total uncertainty
becomes impressively small.

The total uncertainty of the PDFs obtained from the HERA combined data set is much
reduced compared to the PDFs extracted from the analyses of the separate H1 and ZEUS data
sets, as can be seen from the summary plot Fig. 7, where these new HERAPDF0.1 PDFs are
compared to the ZEUS-JETS and H1PDF2000 PDFs. It is also interesting to compare the present
HERAPDF0.1 analysis of the combined HERA-I data set with an analysis of the separate data
sets which uses the same parameterization and assumptions.Fig 8 makes this comparison. It
is clear that it is the data combination, and not the choice ofparameterization and assumptions,
which has resulted in reduced uncertainties for the low-x gluon and sea PDFs.

The break-up of the HERAPDFs into different flavours is illustrated in Fig. 9, where the
PDFsxU , xD, xŪ , xD̄ andxū, xd̄, xc̄, xs̄ are shown atQ2 = 10 GeV2. The model uncertainty
on these PDFs from variation ofQ2

min, Q2
0, mc andmb is modest. The model uncertainty from

variation offs andfc is also modest except for its obvious effect on the charm and strange quark
distributions.

It is also interesting to look at the results obtained from using the ZEUS-style and H1
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Fig. 5: HERAPDFs,xuv, xdv, xS, xg, at (left) Q2 = 4 GeV2 and (right)Q2 = 10 GeV2. Fractional uncertainty

bands are shown beneath each PDF. The experimental and modeluncertainties are shown separately as the red and

yellow bands respectively
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Fig. 6: HERAPDFs,xuv, xdv, xS, xg, at (left)Q2 = 100 GeV2 and (right)Q2 = 10000 GeV2. Fractional uncer-

tainty bands are shown beneath each PDF. The experimental and model uncertainties are shown separately as the red

and yellow bands respectively
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Fig. 9: HERAPDFs atQ2 = 10GeV2: (left) xU,xD, xŪ, xD̄; (right) xū, xd̄, xc̄, xs̄. Fractional uncertainty bands

are shown beneath each PDF. The experimental and model uncertainties are shown separately as the red and yellow

bands respectively
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Fig. 10: HERAPDFs atQ2 = 10GeV2: with the results for the ZEUS-style parameterization (left) and for the

H1-style parameterization (right) superimposed as a blue line.

style parameterizations described in Section 1.3. In Fig. 10 these alternative parameterizations
are shown as a blue line superimposed on the HERAPDF0.1 PDFs.These variations in param-
eterization produce changes in the resulting PDFs which arecomparable to the experimental
uncertainties in the measured kinematic range. A further variation of parameterization originates
from the fact that, if theD parameter for the gluon is allowed to be non-zero, then each type
of parameterization yields a double minimum inχ2 such that the gluon may take a smooth or
a ’humpy’ shape. Although the lowerχ2 is obtained for the for the smooth shape, theχ2 for
the ’humpy’ shape is still acceptable. The PDFs for the ’humpy’ version of our chosen form of
parameterization are compared to the standard version in Fig. 11, where they are shown as a blue
line superimposed on the HERAPDF0.1 PDFs. This comparison is shown atQ2 = 4GeV2, where
the difference is the greatest. Nevertheless the resultingPDFs are comparable to those of the stan-
dard choice. This explains a long-standing disagreement inthe shape of the gluon obtained by
the separate ZEUS-JETS and H1PDF200 analyses. The ZEUS datafavoured the smooth shape
and the H1 data favoured the ’humpy’ shape. However the precision of the combined data set
results in PDFs for these shapes which are not significantly different in the measured kinematic
region.

It is also interesting to compare the PDFs for the standard choice to those obtained with
a different input value ofαs(M

2
Z). The uncertainty on the current PDG value ofαs(M

2
Z) is

±0.002 and thus we vary our central choice by this amount. The results are shown in Fig. 12,
where we can see that this variation only affects the gluon PDF, such that the larger(smaller)
value ofαs(M

2
Z) results in a harder(softer) gluon as predicted by the DGLAP equations. The

change is outside total uncertainty bands of the standard fit. Finally, Figs. 13 and 14 compare
the HERAPDF0.1 PDFs to those of the CTEQ and the MRST/MSTW groups respectively. The
uncertainty bands of the CTEQ and MRST/MSTW analyses have been scaled to represent68%
CL limits for direct comparability to the HERAPDF0.1. The HERAPDF0.1 analysis has much
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Fig. 11: HERAPDFs atQ2 = 4GeV2: with the results for the humpy version superimposed as a blue line.
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Fig. 12: HERAPDFs atQ2 = 10GeV2: with the results forαs(M
2
Z) = 0.1156 (left) and forαs(M

2
Z) = 0.1196

(right) superimposed as a blue line.
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Fig. 13: HERAPDFs atQ2 = 10GeV2 compared to the PDFs from CTEQ6.1 and MRST01

improved precision on the low-x gluon.

1.5 Summary of HERAPDF0.1 results

Now that high-Q2 HERA data on NC and CCe+p ande−p inclusive double differential cross-
sections are available, PDF fits can be made to HERA data alone, since the HERA highQ2 cross-
section data can be used to determine the valence distributions and HERA lowQ2 cross-section
data can be used to determine the Sea and gluon distributions. The combined HERA-I data set,
of neutral and charged current inclusive cross-sections for e+p ande−p scattering, has been used
as the sole input for an NLO QCD PDF fit in the DGLAP formalism. The consistent treatment
of systematic uncertainties in the joint data set ensures that experimental uncertainties on the
PDFs can be calculated without need for an increasedχ2 tolerance. This results in PDFs with
greatly reduced experimental uncertainties compared to the separate analyses of the ZEUS and
H1 experiments. Model uncertainties, including those arising from parameterization dependence,
have also been carefully considered. The resulting HERAPDFs (called HERAPDF0.1) have
improved precision at low-x compared to the global fits. this will be important for predictions of
theW andZ cross-sections at the LHC, as explored in the next Section.

These PDFs have been released on LHAPDF in version LHAPDF.5.6: they consist of a
central value and 22 experimental eigenvectors plus 12 model alternatives. The user should sum
over Nmem=1,22 for experimental uncertainties and over Nmem=1,34 for total uncertainties.

1.6 Predictions forW and Z cross-sections at the LHC using the HERAPDF0.1

At leading order (LO),W andZ production occur by the process,qq̄ → W/Z, and the momen-
tum fractions of the partons participating in this subprocess are given by,x1,2 = M√

s
exp(±y),

whereM is the centre of mass energy of the subprocess,M = MW or MZ ,
√

s is the centre
of mass energy of the reaction (

√
s = 14 TeV at the LHC) andy = 1

2 ln (E+pl)
(E−pl) gives the parton
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Fig. 14: HERAPDFs atQ2 = 10GeV2 compared to the PDFs from CTEQ6.5 and MSTW08(prel.)

rapidity. The kinematic plane for LHC parton kinematics is shown in Fig. 15. Thus, at central
rapidity, the participating partons have small momentum fractions,x ∼ 0.005. Moving away
from central rapidity sends one parton to lowerx and one to higherx, but over the central rapid-
ity range,|y| < 2.5, x values remain in the range,5 × 10−4 < x < 5 × 10−2. Thus, in contrast
to the situation at the Tevatron, the scattering is happening mainly between sea quarks. Further-
more, the high scale of the processQ2 = M2 ∼ 10, 000 GeV2 ensures that the gluon is the
dominant parton, see Fig. 15, so that these sea quarks have mostly been generated by the flavour
blind g → qq̄ splitting process. Thus the precision of our knowledge ofW andZ cross-sections
at the LHC is crucially dependent on the uncertainty on the momentum distribution of the low-x
gluon.

HERA data have already dramatically improved our knowledgeof the low-x gluon, as
discussed in earlier proceedings of the HERALHC workshop [13]. Now that the precision of
HERA data at small-x have been dramatically improved by the combination of H1 andZEUS
HERA-I data, we re-investigate the consequences for predictions ofW,Z production at the LHC.

Predictions for theW/Z cross-sections, decaying to the lepton decay mode, using CTEQ,
ZEUS PDFs and the HERAPDF0.1 are summarised in Table 2. Note that the uncertainties of
CTEQ PDFS have been rescaled to represent68% CL, in order to be comparable to the HERA
PDF uncertainties. The precision on the predictions of the global fits (CTEQ6.1/5 and ZEUS-
2002) for the totalW/Z cross-sections is∼ 3% at 68% CL. The precision of the ZEUS-2005
PDF fit prediction, which used only ZEUS data, is comparable,since information on the low-x
gluon is coming from HERA data alone. The increased precision of the HERAPDF0.1 low-x
gluon PDF results in increased precision of theW/Z cross-section predictions of∼ 1%.

It is interesting to consider the predictions as a function of rapidity. Fig 16 shows the
predictions forW+,W−, Z production as a function of rapidity from the HERAPDF0.1 PDF
fit and compares them to the predictions from a PDF fit, using the same parameterization and
assumptions, to the H1 and ZEUS data from HERA-I uncombined.The increase precision due



10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

fixed
target

HERA

x
1,2

 = (M/14 TeV) exp(±y)
Q = M

LHC par ton kinematics

M = 10 GeV

M = 100 GeV

M = 1 TeV

M = 10 TeV

66y = 40 224

Q
2    

(G
eV

2 )

x
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to the combination is impressive. Fig. 17 show the predictions forW+,W−, Z production as a
function of rapidity from the CTEQ6.1, 6.6 and MRST01 PDF fitsfor comparison. The uncer-
tainties on the CTEQ and MRST PDF predictions have been rescaled to represent68% CL limits,
for direct comparability to the HERAPDF0.1 uncertainties.At central rapidity these limits give
an uncertainty on the boson cross-sections of∼ 5%, (∼ 3%),(∼ 2%) for CTEQ6.1, (CTEQ6.6),
(MRST01) compared to∼ 1% for the HERAPDF0.1.

So far, only experimental uncertainties have been includedin these evaluations. It is also
necessary to include model uncertainties. Fig. 18 shows theW+,W−, Z rapidity distributions
including the six sources of model uncertainty detailed in Section 1.3. These model uncertainties
increase the total uncertainty at central rapidity to∼ 2%. Further uncertainty due to the choice
of αs(MZ) is small because, although a lower (higher) choice results in a larger (smaller) gluon
at lowx, the rate of QCD evolution is lower (higher) and this largelycompensates. Uncertainties
due to the choice of parameterization also have little impact on the boson rapidity spectra in
the central region as illustrated in Fig. 18 by the superimposed blue line, which represents the
alternative ’humpy’ gluon parameterization (see Sec. 1.4).

Since the PDF uncertainty feeding into theW+,W− andZ production is mostly coming
from the gluon PDF, for all three processes, there is a strongcorrelation in their uncertainties,
which can be removed by taking ratios. Figs. 16, 17 and 18 alsoshow theW asymmetry

AW = (W+ − W−)/(W+ + W−).



0

0.5

1

1.5

2

W
+

 

0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.5

1

1.5

2

W
- 

0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.1

0.2

0.3

0.4

Z
 

0

0.1

0.2

0.3

0.4

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.1

0.2

0.3

0.4

0

0.1

0.2

0.3

0.4

0.5

0.6

W
A

0

0.1

0.2

0.3

0.4

0.5

0.6

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0

0.05

0.1

0.15

Z
W

R

0

0.05

0.1

0.15

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

  HERAPDF0.1

 exp uncert.

W and Z rapidity distributions

0

0.5

1

1.5

2

W
+

 

0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.5

1

1.5

2

W
- 

0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.1

0.2

0.3

0.4

Z
 

0

0.1

0.2

0.3

0.4

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.1

0.2

0.3

0.4

0

0.1

0.2

0.3

0.4

0.5

0.6

W
A

0

0.1

0.2

0.3

0.4

0.5

0.6

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0

0.05

0.1

0.15

Z
W

R

0

0.05

0.1

0.15

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

  ZEUS+H1 PDF

 exp uncert.

W and Z rapidity distributions

Fig. 16: TheW +, W−, Z rapidity distributions,AW andRZW (see text) and their uncertainties as predicted by (left)

HERAPDF0.1 (right) a similar fit to the uncombined ZEUS and H1data from HERA-I.
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PDF Set σ(W+).B(W+ → l+νl) σ(W−).B(W− → l−ν̄l) σ(Z).B(Z → l+l−)
CTEQ6.1 11.61± 0.34 nb 8.54 ± 0.26 nb 1.89 ± 0.05 nb
CTEQ6.5 12.47± 0.28 nb 9.14 ± 0.22 nb 2.03 ± 0.04 nb
ZEUS-2002 12.07± 0.41 nb 8.76 ± 0.30 nb 1.89 ± 0.06 nb
ZEUS-2005 11.87± 0.45 nb 8.74 ± 0.31 nb 1.97 ± 0.06 nb
HERAPDF0.1 12.14± 0.13 nb 9.08 ± 0.14 nb 1.99 ± 0.025 nb

Table 2: LHCW/Z cross-sections for decay via the lepton mode, for various PDFs, with68% CL uncertainties.

The experimental PDF uncertainty on the asymmetry is larger(∼ 5% for both CTEQ and HER-
APDFs,∼ 7% for the MRST01 PDFs) than that on the individual distributions and the variation
between PDF sets is also larger - compare the central values of the CTEQ and MRST predictions,
which are almost25% discrepant. This is because the asymmetry is sensitive to the difference in
the valence PDFs,uv − dv , in the low-x region,5 × 10−4 < x < 5 × 10−2, where there is no
constraint from current data. To see this consider that at LO,

AW ∼ (ud̄ − dū)/(ud̄ + dū + cs̄ + sc̄)

and thatd̄ ∼ ū at low-x. (Note that thecs̄ andsc̄ contributions cancel out in the numerator). The
discrepancy between the CTEQ and MRST01 asymmetry predictions aty = 0 can be quantita-
tively understood by considering their different valence PDFs (see Figs. 13, 14 in Sec. 1.4). In
fact a measurement of the asymmetry at the LHC will provide new information to constrain these
PDFs.

By contrast, the ratio
RZW = Z/(W+ + W−),

also shown in Figs. 16, 17 and 18, has very small PDF uncertainties (both experimental and
model) and there is no significant variation between PDF sets. To understand this consider that
at LO

RZW = (uū + dd̄ + cc̄ + ss̄)/(ud̄ + dū + cs̄ + sc̄)

(modulo electroweak couplings) and thatd̄ ∼ ū at low-x 3. This will be a crucial measurement
for our understanding of Standard Model Physics at the LHC.

However, whereas theZ rapidity distribution can be fully reconstructed from its decay
leptons, this is not possible for theW rapidity distribution, because the leptonic decay channels
which we use to identify theW ’s have missing neutrinos. Thus we actually measure theW ’s
decay lepton rapidity spectra rather than theW rapidity spectra. Fig. 18 also shows the rapidity
spectra for positive and negative leptons fromW+ andW− decay, the lepton asymmetry,

Al = (l+ − l−)/(l+ + l−)

and the ratio
RZl = Z/(l+ + l−)

3There is some small model dependence from the strange sea fraction accounted for in both HERAPDF0.1 and in
CTEQ6.6 PDFs.



0

0.5

1

1.5

2

W
+

 
0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.5

1

1.5

2

W
- 

0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.1

0.2

0.3

0.4

Z
 

0

0.1

0.2

0.3

0.4

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.1

0.2

0.3

0.4

0

0.1

0.2

0.3

0.4

0.5

0.6

W
A

0

0.1

0.2

0.3

0.4

0.5

0.6

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0

0.05

0.1

0.15

Z
W

R

0

0.05

0.1

0.15

-0.1
-0.05

0
0.05
0.1

-4 -3 -2 -1 0 1 2 3 4
y

-0.1
-0.05

0
0.05
0.1

 HERAPDF0.1
 exp. uncert.

 model uncert.
 ’humpy’ param.

W and Z rapidity distributions

0

0.5

1

1.5

2

l+
 

0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.5

1

1.5

2

l- 

0

0.5

1

1.5

2

-0.1
-0.05

0
0.05
0.1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
y

-0.1
-0.05

0
0.05
0.1

0

0.5

1

1.5

2

0

0.1

0.2

0.3

l
A

0

0.1

0.2

0.3

-0.1
-0.05

0
0.05
0.1

0 0.5 1 1.5 2 2.5 3
y

-0.1
-0.05

0
0.05
0.1

0

0.1

0.2

0.3

0

0.05

0.1

0.15

0.2

Z
l

R

0

0.05

0.1

0.15

0.2

-0.1
-0.05

0
0.05
0.1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
y

-0.1
-0.05

0
0.05
0.1

0

0.05

0.1

0.15

0.2

 HERAPDF0.1
 exp. uncert.

 model uncert.
 ’humpy’ param.

Lepton rapidity distributions
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experimental and model uncertainties. The superimposed blue line represents the results of the alternative ’humpy’

gluon parameterization.

A cut of, ptl > 25 GeV, has been applied on the decay lepton, since it will not bepossible to
trigger on leptons with smallptl. A particular lepton rapidity can be fed from a range ofW
rapidities so that the contributions of partons at different x values is smeared out in the lepton
spectra, but the broad features of theW spectra remain.

In summary, these investigations indicate that PDF uncertainties, deriving from experi-
mental error, on predictions for theW,Z rapidity spectra in the central region, have reached a
precision of∼ 1%, due to the input of the combined HERA-I data. This level of precision is
maintained when using the leptons from theW decay and gives us hope that we could use these
processes as luminosity monitors4. However, model dependent uncertainties must now be con-
sidered very carefully. The current study will be repeated using a general-mass variable-flavour
scheme for heavy quarks.

The predicted precision on the ratiosRZW , RZl is even better since model uncertainties
are also very small giving a total uncertainty of∼ 1%. This measurement may be used as a
SM benchmark. However theW and lepton asymmetries have larger uncertainties (5 − 7%). A
measurement of these quantities would give new informationon valence distributions at small-x.

4A caveat is that the current study has been performed using PDF sets which are extracted using NLO QCD in
the DGLAP formalism. The extension to NNLO gives small corrections∼ 1%. However, there may be much larger
uncertainties in the theoretical calculations because thekinematic region involves low-x. There may be a need to
account forln(1/x) resummation or high gluon density effects.



2 Measurements of the Proton Structure FunctionFL at HERA 5

2.1 Introduction

The inclusive deep inelasticep scattering (DIS) cross section can at lowQ2 be written in terms
of the two structure functions,F2 andFL, in reduced form as

σr(x,Q2, y) ≡ d2σ

dxdQ2
· Q4x

2πα2Y+
= F2(x,Q2) − y2

Y+
· FL(x,Q2) , (4)

whereQ2 = −q2 is the negative of the square of the four-momentum transferred between the
electron6 and the proton, andx = Q2/2qP denotes the Bjorken variable, whereP is the four-
momentum of the proton. The two variables are related through the inelasticity of the scattering
process,y = Q2/sx, wheres = 4EeEp is the centre-of-mass energy squared determined from
the electron and proton beam energies,Ee andEp. In eq. 4,α denotes the fine structure constant
andY+ = 1 + (1 − y)2.

The two proton structure functionsF2 and FL are related to the cross sections of the
transversely and longitudinally polarised virtual photons interacting with protons,σL andσT ,
according toFL ∝ σL andF2 ∝ (σL + σT ). Therefore the relation0 ≤ FL ≤ F2 holds. In the
Quark Parton Model (QPM),F2 is the sum of the quark and anti-quarkx distributions, weighted
by the square of the electric quark charges, whereas the value of FL is zero [14]. The latter
follows from the fact that a quark with spin12 cannot absorb a longitudinally polarised photon.

In Quantum Chromodynamics (QCD),FL differs from zero, receiving contributions from
quarks and from gluons [15]. At lowx and in theQ2 region of deep inelastic scattering the
gluon contribution greatly exceeds the quark contribution. ThereforeFL is a direct measure of
the gluon distribution to a very good approximation. The gluon distribution is also constrained
by the scaling violations ofF2 as described by the DGLAP QCD evolution equations [7–9,
16, 17]. An independent measurement ofFL at HERA, and its comparison with predictions
derived from the gluon distribution extracted from theQ2 evolution ofF2(x,Q2), thus represents
a crucial test on the validity of perturbative QCD (pQCD) at low x. Moreover, depending on
the particular theoretical approach adopted, whether it bea fixed order pQCD calculation, a re-
summation scheme, or a color dipole ansatz, there appear to be significant differences in the
predicted magnitude ofFL at lowQ2. A measurement ofFL may be able to distinguish between
these approaches.

Previously the structure functionFL was extracted by the H1 collaboration from inclusive
data at highy using indirect methods, as discussed in Sect. 2.2. A preliminary measurement was
also presented by the ZEUS collaboration using initial state radiation (ISR) events [18], although
the precision of this measurement was limited.

To make a direct measurement ofFL, reduced cross sections must be measured at the same
x andQ2 but with differenty values. This can be seen from eq. 4 which states thatFL(x,Q2) is
equal to the partial derivative∂σr(x,Q2, y)/∂(y2/Y+). Due to the relationshipy = Q2/xs this
requires data to be collected at different beam-beam centre-of-mass energies, which was done
in the last year of HERA running. To maximize the precision ofthis procedure, the measurable

5Contributing authors: J. Grebenyuk, V. Lendermann
6The term electron is used here to denote both electrons and positrons unless the charge state is specified explicitly.



range ofy2/Y+ had to be maximised for each fixedx andQ2. This was achieved by operat-
ing HERA at the lowest attainable centre-of-mass energy andby measuring this data up to the
highest possible value ofy. An intermediate HERA centre-of-mass energy was also chosen, to
improve the precision ofFL extraction and to act as a consistency check. More specifically, be-
tween March and June 2007, HERA was operated with proton beamenergies,Ep = 460 GeV
and 575 GeV, compared to the previous nominal value of 920 GeV. The electron beam energy
was unaltered atEe = 27.6 GeV. Thus, three data sets, referred to the high- (HER), middle-
(MER) and low-energy running (LER) samples, were collectedwith

√
s = 318 GeV, 251 GeV

and 225 GeV, respectively. The integrated luminosities of the data sets used by ZEUS (H1) to
measureFL are 32.8 (21.6) pb−1 for HER, 6 (6.2) pb−1 for MER and 14 (12.4) pb−1 for LER.
The specific issues of the recent H1 and ZEUS analyses are discussed in Sect. 2.3, and the results
are presented in Sect. 2.4.

2.2 Indirect FL Extraction by H1

H1 extractedFL from inclusive data using several indirect methods, which exploit the turn over
of the reduced cross section at highy due to theFL contribution. The basic principle is the
following. First, the reduced neutral current cross section σr is measured in ay range, where the
FL contribution is negligible and thus the relationσr = F2 holds very well. Afterward, based on
some theoretical assumption, the knowledge ofF2 is extrapolated towards highy. Finally FL is
extracted from the difference between the prediction forF2 and the measurement ofσr at highy.

In the analyses atQ2 & 10 GeV2 [4, 19, 20] the “extrapolation” method is used. In this
method, an NLO QCD PDF fit to H1 HERA I data is performed aty < 0.35, and the results are
extrapolated to highery using the DGLAP evolution equations.FL is then extracted at a fixed
y = 0.75 and atQ2 up to 700 GeV2 using eq. 4. The extracted values are shown in Fig. 19 for the
high-Q2 analysis [4].

At low Q2, extrapolations of DGLAP fits become uncertain. ForQ2 . 2 GeV2, as the
strong coupling constantαs(Q

2) increases, the higher order corrections to the perturbative ex-
pansion become large and lead to the breakdown of the pQCD calculations. Therefore other
methods are used in the H1 low-Q2 data analyses.

The “shape method”, as used in the last H1 low-Q2 study of HERA I data [21], exploits
the shape ofσr in a givenQ2 bin. TheQ2 dependence at highy is driven by the kinematic factor
y2/Y+ (eq. 4), and to a lesser extent byFL(x,Q2). On the other hand, the gluon dominance at
low x suggests thatFL may exhibit anx dependence similar toF2. Therefore it is assumed that
FL is proportional toF2 and the coefficient of proportionality depends only onQ2. In the extrac-
tion procedure one uses the ratioR of the cross sections of the transversely and longitudinally
polarised photons

R =
σT

σL

=
FL

F2 − FL

(5)

which is thus assumed to depend only onQ2. The reduced cross section is fitted by

σr = F2

[

1 − y2

Y+

R(Q2)

1 + R(Q2)

]

, (6)

where some phenomenological model forF2 is chosen.
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An example of such an extraction using a fractal fit forF2 [22] is shown in Fig. 20, where
preliminary H1 results [21] forFL at y = 0.75 in the range of 0.35≤ Q2 ≤ 8.5 GeV2 are pre-
sented. The data favour a positive, not smallFL at low Q2. A drawback of this method is that it
reveals a considerable dependence ofR on the choice of theF2 model.
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In the derivative method [20,21],FL is extracted from the partial derivative of the reduced
cross section ony at fixedQ2

∂σr

∂ ln y

∣

∣

∣

∣

Q2

= −x
∂F2

∂x
− 2y2(2 − y)

Y 2
+

FL − x
y2

Y+

∂FL

∂x
(7)

which is dominated by theFL-dependent term at highy. The term proportional to∂FL/∂x
is negligible for moderately varying parametrisations ofFL. For low Q2 values the rise of
F2 is weak. The change of the termx∂F2/∂x for the two assumptions: no rise at lowx, i.e.
∂F2/∂x = 0, andF2 ∝ x−λ is numerically significantly smaller than the experimentalprecision
for ∂σr/∂ ln y. Therefore the derivative methods provides a means for determining FL at low
Q2 with minimal phenomenological assumption. On the other hand, the errors obtained with the
derivative method turn out to be significantly larger than those from the shape method.

The preliminary results ofFL extraction from H1 HERA I data [21] are presented in
Fig. 21. The residual dependence of the measurement on the assumption made forF2 is esti-
mated by a comparison with results obtained assuming anF2 which is flat iny. The lower bound
onFL obtained this way is depicted as a solid band in the figure.

2.3 Details of DirectFL Measurements

The H1 and ZEUS analysis procedures involve a measurement ofthe inclusive cross section at
y > 0.1. In this range, the kinematic variablesx, y andQ2 are most accurately reconstructed
using the polar angle,θe, and the energy,E′

e, of the scattered electron according to

y = 1 − E′
e

Ee

sin2 θe

2
, Q2 =

E′
e
2sin2θe

1 − y
, x =

Q2

ys
. (8)
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The dotted lines indicate the cuts applied.

Reaching the highy values necessary for theFL determination requires a measurement of the
scattered electron with energy down to a few GeV. The electron candidate is selected as an iso-
lated electromagnetic energy deposition (cluster) in a calorimeter. The crucial analysis issue at
high-y region is the identification of the scattered electron, and the estimation of the hadronic
background which occurs when a particle from the hadronic final state mimics the electron sig-
nal. Most of background events are photoproduction (γp) events withQ2 ≈ 0 in which the final
state electron is scattered at low angles (highθ)7 and thus escapes through the beam pipe.

Theγp background suppression is performed in several steps. Firstly, calorimeter shower
estimators are utilised which exploit the different profiles of electromagnetic and hadronic show-
ers. Secondly, background coming from neutral particles, such asπ0, can be rejected by requiring
a track associated to the electron candidate. Furthermore,γp events are suppressed by utilising
the energy-momentum conservation. For that, the variableE − pz = Σi(Ei − pz,i) is exploited,
where the sum runs over energiesEi and longitudinal momentum componentspz,i of all particles
in the final state. The requirementE − pz > 35 (42) GeV in the H1 (ZEUS) analysis removes

7Thez axis of the right-handed coordinate systems used by H1 and ZEUS is defined by the direction of the incident
proton beam with the origin at the nominalep interaction vertex. Consequently, small scattering angles of the final
state particles correspond to large polar angles in the coordinate system.
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events where the escaping electron carries a significant momentum. It also suppresses events
with hard initial state photon radiation.

However, at lowE′
e the remaining background contribution after such a selection is of a

size comparable to or even exceeding the genuine DIS signal.The further analysis steps differ
for the H1 and ZEUS analyses as discussed in the following.

ZEUS Analysis Procedure The electron candidates are selected as compact electromagnetic
energy depositions in the Uranium Calorimeter (UCal). The position of the candidate is recon-
structed using either the Small Angle Rear Tracking Detector (SRTD), which is a high-granularity
lead-scintillator calorimeter, or with the Hadron-Electron Separator (HES), which is a silicon de-
tector located in the electromagnetic section of the UCal. The candidates are selected such that
E′

e > 6 GeV8.

The candidates are validated using information from the tracking devices. The acceptance
region for ZEUS tracking is limited to polar anglesθe . 154◦. The tracking detectors do provide
some coverage beyondθe = 154◦, up toθe ≈ 168◦, however the number of tracking layers is too
sparse for full track reconstruction. The hit information from the tracking detectors can still be
used. To do this, a “road” is created between the measured interaction vertex and the position
of the electron candidate in the calorimeter. Hits in the tracking layers along the road are then
counted and compared to the maximum possible number of hits.If too few hits are found, the
candidate is assumed to be a neutral particle and it is rejected. To ensure the reliability of this
method, the scattered electron is required to exit the central drift chamber at a radiusR > 20 cm.
Given thatE′

e > 6 GeV, this effectively limits the maximaly to y < 0.8 and the minimumQ2

achievable at lowy. In the HES analysis, events are measured down toy = 0.2 roughly translating
to theQ2 region,Q2 > 24 GeV2. No background treatment based on the charge of the candidate
is performed.

8Cut ofE′

e > 4 GeV is used for the event selection, although the binning for FL measurement is chosen such that
E′

e > 6 GeV.



The remainingγp background is estimated using Monte Carlo (MC) simulations. In or-
der to minimise the model uncertainty of theγp simulation, a pure photoproduction sample is
selected using an electron tagger placed close to the beam pipe about 6 meters away from the in-
teraction point in the rear direction. It tags, with almost perfect efficiency and purity, the scattered
electrons in such events which are not identified in the main detector and escape down the beam
pipe. Photoproduction MC is verified against and normalisedto this sample. The normalisation
factor is found to be 1± 0.1 for all data sets.

Figure 22 shows, as an example, comparisons of the 575 GeV data with simulated distribu-
tions, for the energy of the scattered electron, totalE − pz, polar angle of the scattered electron,
angle of the hadronic final state and thez coordinate of the interaction vertex. A good description
of the data by the simulation is observed. A similar level of agreement was found for both, HER
and LER data sets.

A full set of systematic uncertainties is evaluated for the cross section measurements. The
largest single contribution comes from the electron energyscale uncertainty, which is known to
within ±1% for E′

e > 10 GeV, increasing to±3% atE′
e = 5 GeV. Other significant contributions

are due to the± 10% uncertainty in verifying the Pythia prediction of theγp cross section using
the electron tagger. The systematic uncertainty due to the luminosity measurement was reduced
by scaling the three cross sections relative to each other. The spread of relative normalisation
factor was found to be within the expected level of uncorrelated systematic uncertainty.

H1 Analysis Procedure The H1 measurements ofFL are performed in separate analyses in-
volving different detector components and thus covering different Q2 ranges. In the high-Q2

analysis the electron candidate is selected as an isolated electromagnetic energy deposition in the
Liquid Argon (LAr) calorimeter which covers the polar anglerange 4◦ < θ < 153◦. The selected
cluster is further validated by a matching track reconstructed in the central tracking device (CT)
with an angular acceptance of15◦ < θ < 165◦. In the mediumQ2 analysis the electron candidate
is selected in the backward calorimeter SpaCal covering theangular range 153◦ < θ < 177.5◦

and is also validated by a CT track. LowerQ2 values are expected to be accessed in the third
analysis, in which the SpaCal cluster is validated by a trackin the Backward Silicon Tracker
reaching the highestθ. The first measurement ofFL at mediumQ2 is already published [23],
and preliminary results of the combined medium-high-Q2 analysis are available.

The remainingγp background is subtracted on statistical basis. The method of background
subtraction relies on the determination of the electric charge of the electron candidate from the
curvature of the associated track.

Figure 23 shows theE/p distribution of the scattered electron candidates frome+p in-
teractions with the energyE measured in the SpaCal and the momentump of the linked track
determined by the CT. The good momentum resolution leads to aclear distinction between the
negative and positive charge distributions. The smaller peak corresponds to tracks with negative
charge and thus represents almost pure background. These tracks are termed wrong sign tracks
and events with such candidates are rejected. The higher peak, due to right sign tracks, contains
the genuine DIS signal superimposed on the remaining positive background. The size of the latter
to first approximation equals the wrong sign background. Theprincipal method of background
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Fig. 24: Top: comparison of the correct sign data (points) with the sum (open histogram) of the DIS MC simulation

and background, determined from the wrong sign data (shadowed histogram), for the energyE′

e (left) and the polar

angleθe (right) of the scattered electron, for the 460 GeV data withE′

e < 10 GeV. Bottom: as top but after background

subtraction.

subtraction, and thus of measuring the DIS cross section up to y ≃ 0.9, consists of the subtraction
of the wrong sign from the right sign event distribution in eachx,Q2 interval.

The background subtraction based on the charge measurementrequires a correction for
a small but non-negligible charge asymmetry in the negativeand positive background samples,
as has been observed previously by H1 [20]. The main cause forthis asymmetry lies in the en-
hanced energy deposited by anti-protons compared to protons at low energies. The most precise
measurement of the background charge asymmetry has been obtained from comparisons of sam-
ples of negative tracks ine+p scattering with samples of positive tracks ine−p scattering. An
asymmetry ratio of negative to positive tracks of1.06 is measured using the high statisticse±p
data collected by H1 in 2003-2006. This result is verified using photoproduction events with a
scattered electron tagged in a subdetector of the luminosity system.

Figure 24 shows, as an example, comparisons of the 460 GeV high y data with simulated
distributions, for the energy and the polar angle of the scattered electron prior to and after sub-
traction of the background, which is determined using wrongsign data events.

The measurement ofFL as described below relies on an accurate determination of the
variation of the cross section for a givenx andQ2 at different beam energies. In order to reduce
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Fig. 25: The reduced inclusive DIS cross section plotted as afunction ofy2/Y+ for six values ofx atQ2 = 25 GeV2,

measured by H1 for proton beam energies of 920, 575 and 460 GeV. The inner error bars denote the statistical error,

the full error bars include the systematic errors. The luminosity uncertainty is not included in the error bars. For the

first three bins inx, corresponding to largery, a straight line fit is shown, the slope of which determinesFL(x, Q2).

the uncertainty related to the luminosity measurement, which presently is known to 5% for each
proton beam energy of the 2007 data, the three data samples are normalised relatively to each
other. The renormalisation factors are determined at lowy, where the cross section is determined
by F2 only, apart from a small correction due toFL. The relative normalisation is known to
within 1.6%.

All correlated and uncorrelated systematic errors combined with the statistical error lead
to an uncertainty on the measured cross sections at highy of 3 to 5%, excluding the common
luminosity error.

2.4 Measurements ofFL(x,Q2) by H1 and ZEUS

The longitudinal structure function is extracted from the measurements of the reduced cross
section as the slope ofσr versusy2/Y+, as can be seen in eq. 4. This procedure is illustrated in
Fig. 25. The centralFL values are determined in straight-line fits toσr(x,Q2, y) as a function of
y2/Y+ using the statistical and uncorrelated systematic errors.

The first published H1 measurement ofFL(x,Q2) is shown in Fig. 26, the preliminary
ZEUS measurement is presented in Fig. 27. The H1 measured values ofFL are compared with
the H1 PDF 2000 fit [4], while the ZEUSFL values are compared to the ZEUS-JETS PDF fit [3].
Both measurements are consistent and show a non-zeroFL.

The H1 results were further averaged overx at fixedQ2, as shown in the left panel of
Fig. 28. The averaging is performed taking thex dependent correlations between the systematic
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errors into account. The averaged values ofFL are compared with H1 PDF 2000 fit and with the
expectations from global parton distribution fits at higherorder perturbation theory performed by
the MSTW [24] and the CTEQ [2, 25] groups. Within the experimental uncertainties the data
are consistent with these predictions. The measurement is also consistent with previous indirect
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determinations ofFL by H1.

In the combined medium–highQ2 analysis by H1 theQ2 range is extended up toQ2 =
800 GeV2. The preliminary results are shown in the right panel of Fig.28. In someQ2 bins there
is an overlap between the SpaCal and LAr measurements which improves the precision of the
FL extraction as compared to the pure SpaCal analysis.

2.5 Summary

Direct measurements of the proton structure functionFL have been performed in deep inelastic
ep scattering at lowx at HERA. TheFL values are extracted by the H1 and ZEUS collaborations
from the cross sections measured at fixedx andQ2 but differenty values. This is achieved by
using data sets collected with three different proton beam energies. The H1 and ZEUS results are
consistent with each other and exhibit a non-zeroFL. The measurements are also consistent with
the previous indirect determinations ofFL by H1. The results confirm DGLAP NLO and NNLO
QCD predictions forFL(x,Q2), derived from previous HERA data, which are dominated by a
large gluon density at lowx.
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