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High Luminosity LHC
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• Run 3 
• instantaneous luminosity 2x1034cm-2s-1 

• integrated luminosity 300/fb 
• Run 4 

• instantaneous luminosity 7.5x1034cm-2s-1 

• integrated luminosity 3000/fb

Geneva lake
Airport

ATLAS
CERN 

Meyrin

Run 2 (2015-2018): √s = 13 TeV 
Peak luminosity: 2x1034cm-2s-1, bunch spacing: 25 ns

CMS

Today
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The challenge
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•The price for higher instantaneous luminosity is higher pile-up 
•About 200 collisions per bunch crossing (150 ps, 50 mm) 
•Overlapping vertices, high noise in calorimeter endcaps and forward 

region
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One of the tasks
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2

HL-LHC: The Challenge
HL-LHC:
• Pileup μ=200
• pileup density in 6mm window:

• Most probable: order 1.6/mm
• Tails up to 3/mm

Track reconstruction:
• z0 resolution degraded as fct of eta
• z0 resolution degraded when pT decreases

and the fwd electron ID are degradedAs a consequence and the hard scatter efficiency

2.4<η<4.0

4

Tracking and Timing

Separation in
• z through ITk
• t through HGTD

4

Tracking and Timing

Separation in
• z through ITk
• t through HGTD
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Tracking and Timing

Separation in
• z through ITk
• t through HGTD

High probability  
of vertices close  

to each other in z

Time information 
together with 
tracking helps 
discrimination
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Required performance
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a.k.a. what is good enough?

8

Electrons

Electron isolation:
• Pileup tracks in ID cone
• ITk less efficient at high pileup densities
• HGTD: Improvement to 95% 

HGTD for electrons (Full simulation):
• Small impact in barrel
• Large impact in HGTD acceptance
• Same level as barrel
• Independent of pileup density
• 30ps per track
• At 1.6 vertices/mm: 13% improvement

2.4<η<4.0

Electron  
isolation efficiency

7

B-tagging

Fwd B-tagging:
• Pileup contamination of tracks

associated to jets 

• Timing rejects pileup tracks

• Fwd performance improved
almost to barrel level

• At 70% efficiency with a 30ps 
timing resolution per track
improvement by factor 1.8

b-tagging  
ROC curve

Occupancy

Occupancy (Full simulation):
• < O(10%)
• Pileup is radius dependent
• Keep design simple
• best timing resolution for small readout cells
• Pixel size: 1.3mm x 1.3mm

12

Occupancy  
vs. radius Granularity of 1.3x1.3 mm2 keeps 

occupancy < 10% at all radii

No large 
improvement 

for  
σt < 30 ps 

for a single MIP



Overall design
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Choice of technology
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•Detectors with 30-50 ps time resolution and 
1.3x1.3 mm2 granularity? 

•Low Gain Avalanche Detectors  

•Known for a few years: excellent 
performance before irradiation when read 
out by oscilloscope with high sampling rate  

•What else is needed to make a detector 
out of these sensors?

   
Low Gain Avalanche Detectors (LGADs) 

6 

The LGAD sensors, as proposed and manufactured by CNM  

(National Center for Micro-electronics, Barcelona): 

High field obtained by adding an extra doping layer 

E ~ 300 kV/cm, closed to breakdown voltage 

Gain layer 
High field 
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see yesterday’s talk by 
J. Lange
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Available space
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Preliminary HGTD construction schedule   

Schedule is assuming a TDR end 2018, a approval by LHCC mid 2019
so that CORE  money can start to be used end 2019 for pre-production  

Most critical components will be sensor and ASIC

IDR schedule slightly modified (next slide)  does not include a second 
iteration on ASIC before pre-production. 

Evaluate impact of  ASIC iteration on a second version of schedule 

Proposed HGTD :  
Radially constrained by ITk/HGTD services (64cm) and pump (12cm)  
2.4 < K < 4.0 
Thickness constrained to ΔZ = 7.5 cm (+ 5 cm moderator)
Detector with individual planar layers (modularity/installation) 

3

Minimum Bias 
Trigger Scintillators 
to be removed → 
space can be used 

by HGTD

Radially constrained by ITk services (64cm) and beam pipe (12cm)  
Corresponding to 2.4 < η < 4.0 

Thickness constrained to Δz = 7.5 cm (+ 5 cm moderator) 



Terascale Detector WorkshopL. Masetti  - 01/03/18

Radiation hardness
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•Max neutron fluence and dose after 4 ab-1, 
including safety factors (not in the plots):  

•At r = 12 cm: 9x1015 neq/cm2 and 9 MGy  

•20% of sensors and ASICs (r < 30 cm) need 
replacement at half lifetime of HL-LHC  

•To reduce radiation damage: 

•Operation of silicon detectors at -30°C using 
CO2 cooling from inner detector

Expected radiation levels 

¾ Max neutron fluence / dose after 4 ab-1, including safety factors:
– At r=12 cm 9 x 1015 neq/cm2 and 9 MGy
– ~20% of sensors + ASICs (r<30 cm) need replacement at 1/2 life time of 

HL-LHC
Æmax. doses :  4.5 × 1015 neq/cm2 and 4.5 MGy (r < 30 cm) 

4.0 × 1015 neq/cm2 and 2.1 MGy (r>  30 cm) 

No safety factor applied 
in these plots

1.5 for simulation
x 1.5 for  ASIC

Radiation 
Æ Operation at -30°c
Æ C02 cooling 

5
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Moderator for tracker

12

Radiation level on ITk must not be increased by inserting the HGTD 
Moderator (borated polyethylene) needed to shield tracker 

from back-scattered neutrons
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Reducing the cost
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• Sensors are the most expensive single component 

• But, reducing number of hits per track (number of layers) degrades time 
resolution 

• Make use of different radiation levels at different radii and pileup dependence 
on η 
Time resolution per layer is less affected at high radius and there is less pileup 
to get rid of 

• Currently proposed solution 

• More hits per track at small radii by increasing overlap between sensors 

• Total decrease in number of layers 

• Saves both on sensors and on services and mechanics
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Current design

14

• Two layers per endcap with sensors on both sides and higher overlap at low radii to 
ensure 3 hits per track 

• Inner ring separated from outer staves to allow for easier replacement at half 
lifetime 

• 5 cm moderator “after” HGTD

Geo	Helix_2	
Geo	:	
•  Longest	stave	:	546mm	
•  Coverage	[130mm-150mm]	:	91.8	%	
•  18	staves	

Efficiency	:	
•  Frac3on	of	the	events	with	no	hits	:	0.7%	
•  Frac3on	of	the	events	with	no	hits	at	X=0	:	23%	
•  Frac3on	of	the	events	with	no	hits	at	Y=0	:	29%	
•  Frac3on	of	the	events	with	no	hits	at	X=0	or	Y=0	:	52%		
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Coren3n	Allaire	(LAL)	

09/01/18	 Coren3n	Allaire	(LAL)	 2	

3 hits in inner ring

Large eta modules, bonded 
to single half panel

Low eta modules, bonded to 
single stave with several lengths

Cooling & Local Support Panel, th=4.6 
(2x0.5mm CF two face sheets & 3.6mm 

imbedded conductive foam)

Inlet/outlet cooling 
lines (single manifold)Drawings by C. Allaire and A. Falou
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Putting it all together

15
Slide by A. Falou

Outer Drum carrying 
all in/out service 

feed-through which 
are not shown

Off detector 
Electronics boards 

hold on the Moderator

Backward Cover with 
outside Moderator part 

which is Bolted to the LAr
calorimeter wall

Forward & backward detector 
disks with central half rings & 

stave concept.
recto: 2x1008 = 2016. units
Verso: 2x968 = 1936. units

Total per End Cap: 3952. units

Passage for in/out 
cooling transfer

lines (φ in the range 
of 50-60mm)



Some more details
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Modules and staves

17

DRAFT

flex cables is also visible on Figure 25. With a reduced number of layers, an alternative scheme would be729

to add also an intermediate thin plate for the outer radius region (> 300 mm) to which the ASICs would730

be glued directly, ensuring better thermal contact to the cooling plate.731

(a) Schematic showing the components of the mod-
ules.

(b) Illustration showing the assembly of modules in one layer.

Figure 24: Schematic views showing (a) two adjacent modules on the top side and one on the bottom side of the
cooling plate and (b) their assembly in one cooling plate.TO BE UPDATED

A total of 1744 modules per layer per side, corresponding to an active area of approximately 1.4 m2, will732

be needed in the current layout and scales linearly with the number of layers. Several di�erent sites are733

foreseen to deliver these modules during a 1.5 year period to be mounted on the cooling plates.734

Voltage distribution and signal readout The flex cables have two main purposes: they hold the ASICs735

and the LGADs of a stave to the cooling plate, and they supply High Voltage (HV) to the LGADs, power736

to the ASICs and e-links for data transmission, clock and slow control signals.737

The geometry of the flex cables is defined by the geometry and dimensions of the HGTD, the LGADs and738

the ASICs. A LGAD sensor bump-bonded to two ASICs is a so-called module. Such a module is glued739

to a flex cable. Then, the module and the flex cables are glued to the cooling plate for R > 300 mm. For740

R < 300 mm a thin plate will used (see above). Taking into account the design with left/right arrangement,741

the maximal thickness of the flex cable is 300 µm for four layers. Since there are 30 modules in the longest742

stave, a solution splitting the flex design into two geometries, a layout where the signals are on the left side743

of the module and a specular version where the signals are on the right side (see Figure 25) was proposed.744

The width of the flex cables considering such constraints is progressively reduced from 40 mm up to745

less than 19 mm. The distance between the innermost module and the start of the peripheral on-detector746

electronics is 630 mm.747

The flex cables transmit di�erent kinds of signals: HV lines to supply the LGADs, power supply lines for748

the ASICs, analog and digital signals as well as high speed di�erential lines to transport the signals to749

the peripheral on-detector readout electronics. The signal lines needed for two ASICs are summarized in750

Table 8.751

Each module is supplied by a separate HV line which will allow for adjusting the voltage value at smaller752

radii to minimize the deterioration induced by radiation damage (Figure 37). In practice two lines will be753

connected to a module to ensure some redundancy if one is broken. A maximum HV of 1 kV is assumed.754

The HV lines in the flex cable design should be placed in one of the edges not to disturb the other signals755

and a clearance of 1–3 mm between two contiguous flex cables (see Figure 25) must be kept to avoid756

2018-02-13 – 21:36 33

• Module 
• Sensor: 4x2 cm2 with 1.3x1.3 mm2 pads 
• 2 ASICs: 2x2 cm2 each bump bonded to sensor 
• Flex: wire bonded to sensor (bias voltage)  

and to ASICs (signals and voltages)

• Stave 
• Up to 18 modules glued 

on common assembly 
plate in inner ring and 
connected to same off 
detector PCBDrawing by M.S. Robles

Reverse order  
of stack-up 

currently preferred 
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Front end ASIC

18

• Functionalities 
• Amplifier, discriminator, time walk correction, time-to-digital converters  

• Requirements DRAFT

Pad size 1.3 ⇥ 1.3 mm2

Detector capacitance 3.4 pF
TID and neutron fluence Inner region: 4.5 MGy, 4.5 ⇥ 1015 neq/cm2

Outer region: 2.1 MGy, 4.0 ⇥ 1015 neq/cm2

Number of channels/ASIC 225
Collected charge (1 MIP) at gain=20 9.2 fC
Dynamic range 1-20 MIPs
(preamplifier+discr.) jitter at gain = 20 < 20 ps
Time walk contribution < 10 ps
TDC binning 20 ps (TOA) and 40 ps (TOT)
TDC range 2.5 ns (TOA) and 10 ns (TOT)
Number of bits / hit 7 for TOA and 9 for TOT
Luminosity counters per ASIC 7 bits (sum) + 5 bits (outside window)
Total power per area (ASIC) <200 mW/cm2 (<800 mW)
e-link driver bandwidth 320 Mb/s, 640 Mb/s or 1.28 Gb/s

Table 10: Front-end ASIC requirements. The radiation levels include the safety factors defined previously and
assume that the sensors and ASICs in the inner region (R  300 mm) are replaced after half of the HL-LHC
program.

The total number of lpGBT/optical links is 1568 for the o�ine data from the entire detector with four1186

layers and 944 for the luminosity data (only two layers per endcap).1187

(a) Average number of hits per ASIC. (b) Maximum number of hits per ASIC.

Figure 38: Average and maximum number of hits in each ASIC in one quadrant of the fourth layer. The current
simulation is limited to 600 mm while the HGTD design extends up to 640 mm explaining the white areas. The
rectangles correspond to the staves defined in Section 4.2.

2018-02-13 – 21:36 50
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Front end ASIC

19

DRAFT

While the fine calibration of the TOA (< few ps) has to be done with the data, the position of the1290

measurement window for the TDC needs to be centred at the bunch crossing. The clock with a fixed phase1291

and a low jitter will be provided by the lpGBT but an accurate phase shifter should be included in the1292

ASIC.

225-channelASIC  to readout 2 x 2 cm2 sensors made of 15 x 15 pixels of 1.3 mm x 1.3 mm

RO data
TOA/TOT

225 lines of Time Data x 24 bits @ 0.8 MHz/1 MHz

OFFLINE TIME DATA:
DATA FORMATTING

- Inputs: 225 x 24 bits
- "No-Hit Channel" Suppress
- Transmission of the hit channels only:
If N channels are hit, transmission of N x 24 bits in // to the average FIFO

AVERAGE
FIFO

to average the
readout speed

Depth = to be
determined by

physics

12 bits BCID  + 4 bits header

elink  Driver
speed controlled  by
Slow Control parameters
320 Mb/s or 1.28 Gb/sOffline Readout Data

N bunches of x 24 bits elink  to LpGBT
320 Mb/s or 1.28 Gb/s

 DATA
for time measurement

BC

Lumi_hit <1:225>
Sum 2
within
one BCCK_40 MHz

S2
8 bits Serializer

Luminosity data within one BC
+
Lumi data outside the 3 ns window

12 + 4  bits @ 40 MHz = 640 Mb/s
Lumidata

Lumi_Data
for Luminosity measurement

AND
+ RS Sum 1

within
x ns

CK_40 MHz

elink  to LpGBT
640 Mb/s

Slow Control

S1
8 bits

PLL

40 MHz
L1

BC reset
Calib Pulse

tru
nc

at
io

n
8 

to
 5

 b
its

Header 4 bits

S2 - S1
5 bits
S1
7 bits

tru
nc

at
io

n
8 

to
 7

 b
its

S2 - S1

Command decoder

640 MHz
320 MHz

320 MHz clock

Fast commands elink

x 225

DLL

PixelFE of the ASIC
Lumi_hit <1>

Lumi_hit < i>

Lumi_hit <225>

Lumi_hit <2>

 24 bits Offline Data <1>

 24 bits Offline Data <2>

 24 bits Offline Data < i>

640 MHz

Tuneable width window
3.125 ns, 6.25 ns, 12.5 ns

 24 bits Offline Data <225>

 24 bits Offline Data <3>

Lumi_hit <3>

<N> ~30
N max ~100

LUMINOSITY MEASUREMENT

Phase shifter

1.28 GHz

Figure 44: Schematic of the HGTD ASIC.
1293

Figure 44 shows the conceptual design of the entire HGTD ASIC with the 225 channels. The 24 bits1294

(position + time) of the 225 channels are all transmitted in parallel towards the data formatting block,1295

which then applies a zero suppression of the channels with no hits (for the larger occupancy ASIC, the1296

maximal number of hits is smaller than 100). This block is followed by a FIFO or derandomizer, necessary1297

to average the hit rate variation and match the lpGBT input rates. It also adds the BCID information in the1298

header. The average data rate depends on the radial position of the ASIC, so that the transmitting speed1299

of the e-link needs to be programmable. This is done via the Inter-Integrated Circuit bus -I2
C- from the1300

lpGBT at 3 values: 320 Mb/s, 640 Mb/s and 1.28 Gb/s, and is then matched to the corresponding input1301

port in the lpGBT.1302

The output of the TOA of each ASIC channel is also used to provide a luminosity measurement. The 2251303

luminosity outputs are summed over two time windows of di�erent size, S1 and S2, centred on the bunch1304

crossing (S1 is smaller). The sizes of these windows are provided by a delay locked loop and could be1305

tunable using the configuration parameters (3.125, 6.25 or 12.5 ns7). Both sums (S1 and S2) are sent to1306

a subtractor. The 8 bits of S1 and the 8 bits of the subtraction (S2-S1) are then truncated to respectively1307

7 and 5 bits to reduce the total bandwidth. These 12 bits, as well as the 4 bits of the header, are then1308

serialized at a rate of 40 MHz and sent to the lpGBT through a 640 MHz e-link.1309

7 Finer adjustment might be investigated

2018-02-13 – 21:36 55



Terascale Detector WorkshopL. Masetti  - 01/03/18

Kapton Flex
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• Functionalities 
• Connect electrical signals between  

sensors/ASICs and off-detector electronics  
• Mechanical requirements 

• Limited total thickness per stave  
allows for 300 μm per flex 

• No damage to wire bonds 
• Electrical requirements

DRAFT

Figure 25: Left: Flex cable layout. Right: Sketch of two flex cables belonging to two contiguous modules. Clearance
between HV lines must be considered. The bonding wires are placed in the centre-bottom part of the module.

Signal type Signal name Number of wires Comments
HV 1 kV max. 2 Clearance
POWER 1x Vvdda, 1x Vvddd 2 Minimize voltage drop
GROUND 1 plane Dedicated layer
Slow control Data, ck, (opt. +rst, error) 2 to 4 I2C link
Input clocks 320 MHz, Fast command e-link, (opt. 40 MHz(L1)) 6 or 8 LVDS
Data out lines Readout data (TOT,TOA,Lumi) 4 pairs 4 e-links di�erential SLVS.
ASIC reset ASIC_rst 1 Digital

Table 8: Types of signals for two ASICs included in the flex cable design.

undesired e�ects such as corona or arcing. The bonding should be placed between the LGADs in order to757

facilitate the high voltage supply to the module. Independent flex for HV and other signals is still an open758

option.759

Each set of signals has di�erent characteristics, therefore, specific optimizations are needed. The resistance760

of both the power lines and ground plane must be as low as possible < 80 m⌦. The crosstalk must be761

studied in the case of the analog and digital signals, whose impedance should be 50⌦. For the di�erential762

signals, the impedance must be controlled for the high-speed signal transmission (1.28 Gbps). The763

impedance of the di�erential lines is 100 ⌦. The choice of the appropriate materials and the geometry of764

the tracks are crucial to meet these requirements.765

4.2.2 Module loading766

Module overlap and stave concept767

On the top and bottom sides of the cooling plate, the position of the modules is in a staggered arrangement768

(see Figure 24(a)), to minimize the dead area between modules along the stave in x or y direction. This769

configuration ensures a 20% overlap between modules (10% between each pair of modules). Further770

optimization has been studied, but not presented here, with a radially dependent overlap region. Along771

the direction between staves, there is no overlap and this crack zone has been reduced to about 1 mm772

(assuming 0.5 mm non active module assembly edge). In order to optimize the loading of the modules773

on the support plate, the stave concept has been implemented in x and y directions (see Figure 38). This774

orientation minimizes the maximum length of the flex cable from the innermost radius location (120 mm)775

2018-02-13 – 21:36 34
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DRAFT

precise positioning of the elements. The list of chosen glues for ITk Strip Detector includes the Dymax2184

6-621, Loctite 3525, TRA-DUCT 2902, BIPAX, Epolite FH-5313, SE4445. The availability of the Epolite2185

FH-5313 is unclear and alternatives are being investigated, for more details see Table 7.1 in Ref. [44].2186

The longest stave contains 30 modules: 15 on the top side and 15 on the bottom side. The modules are2187

placed on the HGTD stave at a pitch of 36 mm. The width of each module is 40 mm and the length 20 mm.2188

The width and length of the flex cables, where the module rests, are 40 mm and 28 mm respectively. The2189

remaining 8 mm are dedicated to place the wire bonds for the ASICs signals and the High Voltage line2190

to bias the LGAD for the module–flex connection. After 28 mm length, the flex cable is bent in order2191

to avoid any contact to the contiguous module. The bending angle must be chosen considering available2192

space and the maximum allowed bending angle. The maximal thickness of the flex cable is 300 µm. This2193

constrain is related to the available distance between two contiguous stacked HGTD staves, 4.5 mm. Since2194

there are 30 modules in the longest stave, a solution splitting the flex design into two geometries, a layout2195

where the signals are on the left side of the module and a specular version where the signals are on the2196

right side (see Fig. 104 (a)) was proposed. The width of the flex cables considering such constrains is2197

progressively reduced from 40 mm up less than 19 mm. The distance between the innermost module and2198

the start of the o�-detector electronics is 630 mm.2199

(a) (b)

Figure 104: (a) Flex cable layout. (b) Sketch of two flex cables belonging to two contiguous modules. Cleareance
between HV lines must be considered. The bonding wires are placed in the center-bottom part of the module.

6.3.2 Electrical requirements2200

The flex cables transmits di�erent kinds of signals: HV lines to supply the LGADs, power supply lines for2201

the ASICs, analog and digital signals as well as high speed di�erential lines to transport the signals to the2202

o�-detector readout electronics. The signal lines needed for two ASICs are summarized in Table 22.2203
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6.3.2 Electrical requirements2200

The flex cables transmits di�erent kinds of signals: HV lines to supply the LGADs, power supply lines for2201

the ASICs, analog and digital signals as well as high speed di�erential lines to transport the signals to the2202

o�-detector readout electronics. The signal lines needed for two ASICs are summarized in Table 22.2203
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Figure 92: A possible implementation of the o�-detector electronics for the longest stave. From left to right:
flex connectors, DC-DC converters, data transmitters and optical modules (lpGBT + VL + OM) and high-voltage
distribution boards.

Figure 93: Upstream and downstream data flow.

5.4.3 Conceptual design of the HV bias distribution boards1929

This board will have a dimension of 2⇥ 10 cm2. To cope with radiation level along the radius, the HV1930

bias will be distributed by group of sensors (1 to 5) along the stave direction. The bias will be common1931

to only two layers in depth in order to minimize dead area in case of single point failure. This distribution1932

needs still to be optimized but about 450 di�erent HV lines will be needed per layer, i.e 1800 for the entire1933

HGTD.1934

5.5 Clock distribution and calibration1935

The TDCs implemented in the HGTD sensor read-out ASIC ALTIROC use an external clock signal, of (a1936

multiple of) the 40.079 MHz LHC bunch crossing clock. The clock signal must be stable and in phase with1937

the average bunch crossing time as given by the machine. The short-term (bunch to neighboring bunch)1938

RMS phase-jitter of the clock should be well below 5 ps, and the long-term peak-peak jitter (“drift”) over1939

periods of ms and larger) should remain well within 5 ps, in order not to a�ect the timing resolution of the1940

detector (30–50 ps/sensor). In particular, the phase jitter and drift between the clocks at di�erent ASICs1941

should respect such limits.1942

It should be noted that phase stability rather than the actual phase value is of importance, because it is1943

assumed that the t0 of the individual ASICs can be measured and corrected for to first order by a dedicated1944
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5.4.3 Conceptual design of the HV bias distribution boards1929

This board will have a dimension of 2⇥ 10 cm2. To cope with radiation level along the radius, the HV1930

bias will be distributed by group of sensors (1 to 5) along the stave direction. The bias will be common1931

to only two layers in depth in order to minimize dead area in case of single point failure. This distribution1932

needs still to be optimized but about 450 di�erent HV lines will be needed per layer, i.e 1800 for the entire1933

HGTD.1934

5.5 Clock distribution and calibration1935

The TDCs implemented in the HGTD sensor read-out ASIC ALTIROC use an external clock signal, of (a1936

multiple of) the 40.079 MHz LHC bunch crossing clock. The clock signal must be stable and in phase with1937

the average bunch crossing time as given by the machine. The short-term (bunch to neighboring bunch)1938

RMS phase-jitter of the clock should be well below 5 ps, and the long-term peak-peak jitter (“drift”) over1939

periods of ms and larger) should remain well within 5 ps, in order not to a�ect the timing resolution of the1940

detector (30–50 ps/sensor). In particular, the phase jitter and drift between the clocks at di�erent ASICs1941

should respect such limits.1942

It should be noted that phase stability rather than the actual phase value is of importance, because it is1943

assumed that the t0 of the individual ASICs can be measured and corrected for to first order by a dedicated1944

1st September 2017 – 12:19 97

• Functionalities 
• DC/DC converters for LV, HV distribution, data serialisation, transceivers/

transmitters for optical links
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• Requirements 
• To be integrated with ITk cooling system 
• Operation of sensors at -30°C with stability of few degrees 
• Operation of off-detector electronics at about +18°C 
• Total cooling power of 20 kW
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Power/endcap 12.5 kW⇤

Power/cooling plate 3125 W
Cooling plate active area 0.25 ⇡ ⇥ (1.32-0.222) = 1.29 m2

�area 3125 W / 1.29 m2 = 2424 W/m2

�linear = �area ⇥ tube pitch 2424 * 0.04 = 97 W/m => 100 W/m

Table 27: HGTD Parameters used to design the HGTD cooling system : Summary of the HGTD cooling properties
per endcap used to design of the cooling system (considering a tube pitch inside the cooling disks = 40 mm, as
illustrated in Fig 110. (⇤) A more recent evaluation of the power consumption is about 10 kW/endcap (20 kW in
total) instead of the 12.5 kW/endcap assumed in this design.

Liquid inlet Vapor return 

Concentric line  
(inlet inside return) 

Capillary manifold 

Capillaries 

Return pipe used for 
electronics cooling 

cooling loops 

Connect/disconnect for end cap 
movement, need to be in accessible place 

L=8m 

Figure 110: On detector cooling pipes distribution.
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112, showing the temperature gradient from set point of -30 � C versus the pipes diameter (left) for 4 m2363

long pipes, (right) for 6 m long pipes. The proposed length of 4–6 m pipes is at the limit, longer lines with2364

this heat load will su�er too much thermal degradation due to pressure drop. Pipes with 3 mm diameter2365

improve the thermal e�ciency and gives room for even longer lines. Capillaries of 0.64 mm to 0.75 mm2366

inner diameter and 6 m long are an easy solution for integration and will be used inside the cold vessel.2367

Figure 111: End view of the Barrel-EC cracks region in the ATLAS cavern pointing out the cooling lines mapping.
Corridors sharing between ITk and HGTD systems is under study to allocate the best routing slots and prevent any
crossing which is envelops consuming.

Based on IBL technology and industrial standards, tri-axial stationary vacuum insulated rigid transfer2368

lines entering in the HGTD cold vessel looks feasible, with 5 kW each and about 50 mm outer diameter.2369

Therefore two transfer lines per endcap should su�ce in case the estimate of 10 kW per endcap is2370

confirmed. An HGTD service corridor in �, compatible with the ITk services need to be frozen by the2371

Technical coordination, to allow HGTD cooling lines and all HGTD services running out of the gap2372

between the barrel and endcap cylinders, see Figure 111.2373

A view of the HGTD cooling pipes (in z, r direction) is shown in Fig. 113 (a) and (b) with the ATLAS2374

detector in closed and opened position respectively. Due to the big cross section of the cooling pipes, that2375

run from the cooling station to inside the HGTD vessel the flexible chains will not be used to route the2376

cooling pipes.2377

The plan is to bring in fixed cable trays two tri-axial transfer lines (inlet-outlet) per end-cap of about 50 mm2378

diameter each. During shut down opening operations, these transfer lines will be connected/disconnected2379

throughout a compact junction box to be located after the first muon chambers at z ⇠ 8 m, as indicated2380

in Fig 113. Due to this cooling interruption period, the HGTD system will be back to intermediate2381

temperature close to ambient level depending on the cooling o� elapsed time.2382
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Component Nominal thickness [mm] Tolerances [mm] Envelope [mm]
Cooling panel 5.0 +1.0 6.0
Module package 6.0 (2 ⇥ 3.0) +0.5 6.5
Support staves 2.0 (2 ⇥ 1.0) +0.5 2.5
Max Kapton Flex (outer radius) 7.5 +1.0 8.5
One disk sub-total 20.5 +3.0 23.5
Two disks HGTD 41.0 (2 ⇥ 20.5) +6.0 47.0
Front and back cover 22.0 (7 + 15) +2.5 24.5
Heaters of front cover 3.0 +0.5 3.5
Total for HGTD 66.0 +9.0 (assembly) 75.0
HGTD + moderator 75.0 + 50.0 125.0

Table 9: The HGTD nominal thickness, tolerances and assembly envelopes for the layout with four layers per endcap.
The first four lines state the per-layer numbers.

Figure 27: Cross section of the entire HGTD vessel including two active layers installed on the cooling plates, the
front and back covers, and the moderator. An extra 20 mm moderator is located outside the vessel in close contact
with the endcap cryostat.

vessel, as can be appreciated in Figure 26. The outside disk has variable thickness along the radius, 10 mm839

covering the cryostat central flange, the bolting spots and 20 mm elsewhere. The moderator disk to be840

placed inside the HGTD vessel will have a thickness of 30 mm in the range of 120 mm < R < 900 mm841

and weights 70 kg per endcap. The moderator outside the vessel will be directly screwed to the endcap842

calorimeter cryostat and mechanically separated from the HGTD hermetic volume. It weights 50 kg per843

endcap. In total the moderator thickness in z will be 50 mm except at inner and outer radii.844

4.3 Sensors (Joern, Hartmut)845
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Need exact drawing of all components 
and plan of steps needed for installation
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• Sensor 

• Very active community also beyond HGTD: LGAD tests and sensor improvements 
in time resolution, active area, radiation hardness → yesterday’s talk by J. Lange 

• Front end ASIC 

• ALTIROC0 prototype in TSMC 130 nm technology with 4 channels bump bonded 
to LGAD array and tested with beam in Summer 2017. Only analog part, no TDC 
and FIFO. Good performance, but improvements in noise level and bandwidth 
needed

ALTIROC Front End ASIC   
TSMC 130 nm

ALTIROC0 : 4 channels only analog part 

ALTIROC 1 : 25 channels with full single pixel readout (analog+TDC+FIFO) 
to be submitted in Feb 2018, and bump bonded to sensor Q3/1018

25 ps for one mip (10 fC at G=20) 
Æ Noise to be improved and bandwidth too small
Æ New version in building block submitted in December
Has been bump bonded to LGAD and exposed to  
beam

11
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• Flex 

• Prototype design to test signal transmission and isolation of HV line being 
finalised 

• Optimisation of design for full detector ongoing 

• Module stack up 

• Identified possible materials and glues 

• Services and off-detector electronics 

• Design and optimisation of distribution ongoing 

• Mechanics and cooling 

• Optimisation ongoing within task-force together with ITk and ATLAS 
technical coordination



Terascale Detector WorkshopL. Masetti  - 01/03/18

Next steps

26

• Sensor 

• More tests with newest technologies 

• Arrays with larger surface and more pads 

• Front end ASIC 

• ALTIROC1 prototype with 25 channels and full single pixel readout 
(analog+TDC+FIFO) to be tested after bump bonding to sensor in Fall 2018 

• Flex 

• Production and test of first prototype with few lines over longest expected 
distance in the next months 

• Module stack up 

• “Dummy” (no electrical functionalities) mechanical prototype of few 
modules in a stave in the next months
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Figure 107: Tests plan sketch for the flex cable prototype. Top: HV-insulation test. Bottom left: IBER test. Bottom
right: TDR test.

7 Mechanical assembly & cavern installation2256

7.1 Introduction2257

As already mentioned in Section 1, the space allocated to the HGTD is very limited and constrains many of2258

the HGTD geometrical parameters. The HGTD cold vessel is limited to 110 mm at inner radius to prevent2259

any conflict with the beam pipe ionic pump during endcap calorimeter opening and closure operations.2260

The outer radius of the cold vessel is equal to 1100 mm, including the o�-detector electronics and space2261

for all service feedthroughs while the routing of these services outside the vessel should be in the gap of2262

50 mm against the endcap wall. The radial coverage of the active area of HGTD baseline is from 120 mm2263

to 640 mm, corresponding to a pseudorapidity coverage from 2.4 to 4.2. A possible slight extension of few2264

cm to bigger radius (lower |⌘ |) could still be envisaged, if motivated, by optimizing the space allocated2265

to the o�-detector electronics, stave connectivity to the o�-detector electronics at the outer radius and2266

services routing inside the cold vessel. But the validation of this possibility needs more mature layout/real2267

prototype and need to keep in mind that an increase of the active area to larger radius will increase the2268

surface of the active area and associated costs significantly. The possible extension to even lower eta,2269

extending the HGTD vessel to a radius bigger than 1100 mm would have serious interferences with the2270

envelope presently allocated to the ITk services and for this reason not discussed here. The full detector2271
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•Many steps from identification of problem and possible solution to design 
(and construction) of a full detector 

•ATLAS HGTD has to cope with very tight mechanical and radiation 
hardness constraints together with challenging performance requirements 

•All tests done so far look promising, but a lot of work is still needed in all 
components 

•Start in 2015 → tighter schedule than for other ATLAS phase II projects 

•Prolonged R&D phase will help improving technology, but challenging for 
qualification of production sites and production itself 

•There is room for more collaborators to join the fun!


