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Plasmas in strong fields

Daido et al., Rep. Prog. Phys. 75, 056401 (2012)

How do we capture all of the physics, contained in 
such interactions, via analytical or computational 
schemes? 

M. Marklund

Levy et al., arXiv:1609.00389 (2016)



Traditional plasma descriptions and computational schemes

• Single-particle dynamics: no backreaction, only particle motion in 
external fields. 


• Kinetic descriptions: distribution function in phase space describing 
ensemble of particles, either in external fields or self-consistent.


• Fluid models: moments of the distribution function with closure 
assumptions.


• Hybrid schemes: treating plasma as a mixture of kinetic and fluid 
components. 


• For some applications, such as ICF, strong coupling effects need to be 
accounted for (DFT and TDDFT).


• Particle-in-cell schemes belong to the kinetic category. Impose a grid 
structure.

Electric field
(Ex, Ey, Ez)

Magnetic field
(Bx, By, Bz)

Particle
(mass, charge, x, y, z, vx, vy, vz)

These, and similar, are the methods we will use for assisting experiments!



Micro- and macroscopic physics

Particle simulation of plasmas
John M. Dawson
Department ofPhysics, University ofCalifornia, Los Angeles, California tt0024

For plasma with a large number of degrees of freedom, particle simulation using high-speed computers can
offer insights and information that supplement those gained by traditional experimental and theoretical ap-
proaches. The techmque follows the motion of a large assembly of charged particles in their se1f-consistent
electric and magnetic fields. %'ith proper diagnostics, these numerical experiments reveal such details as
distribution functions, linear and nonlinear behavior, stochastic and transport phenomena, and approach to
steady state. Such information can both guide and verify theoretical modeling of the physical processes
underlying complex phenomena. It can also be used in the interpretation of experiments.
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I. INTRODUCTION

Traditionally the investigation of the behavior of com-
plex physical systems has been carried out through the
application of two well-tested techniques, namely, the ex-
perimental techniques in which one disturbs the system in
some controlled manner and observes its behavior, and
the theoretical approach in which one uses analytical
mathematical techniques to determine the behavior con-
sistent with well-estab!ished physical!aws. In the case of
large-scale physical phenomena, one must often substitute
observations of naturally occurring behavior for well-
controlled experiments. The great advances in physics
have come through the combined application of these two
approaches. One asks questions of nature through experi-
rnents whose results test and extend our theoretical
knowledge. Notwithstanding the great power and
successes of this approach, there are a large number of
physical problems for which experiments are difficult or
impossible, and the simultaneous interaction of a large
number of degrees of freedom makes analytic theoretical
treatments impractical. Often, however, we believe we
understand what the fundamental laws that govern the
system are, but we are simply unable to work out their
consequences. Most of the rich variety of natural phe-
nomena that occur all around us are of this type. At the
other extreme, we may not be sure of the physical laws.
However, we may have proposed ones which we are un'-
able to test because of the complexity of the theory (de-
tailed evolution of cosmology, for example). Recently, a
powerful new method for both types of investigation has
become possible through the advent of modern high-speed
computers. This is the method of computer simulation or
computer modeling.
For computer simulation one constructs a numerical

model of the system or theory which one wishes to inves-
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”Proper treatment of systems where both the microscopic and macroscopic 
behavior are important will undoubtedly challenge simulation physicists for many 
years to come” 
(Rev. Mod. Phys.)

Not only multi-scale, but also different treatment of physical quantities (e.g. EM 
fields vs. photons), collective effect and discrete events etc.  

Simpleminded view: as we increase intensity of lasers and energy of particle 
beams, QED becomes increasingly more important. 



QED in particle-in-cell codes 6
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FIG. 6. Extension of the PIC approach for taking into ac-
count novel channels of energy transformation that could be
triggered by laser fields of extreme intensity.

3. Neglected higher order processes

As a consequence of the assumptions relevant to the
high intensity regime, some processes are neglected en-
tirely in the PIC simulations. Loop corrections, i.e. cor-
rections in higher powers of ↵n, are neglected [36].

Further, given only the two basic processes which are
included, there is no mechanism by which pairs can anni-
hilate. It is of course easy to imagine di↵erent scenarios
in which pair annihilation could be important. Two ex-
amples are i) a hohlraum in which we wish to establish
long-term equilibrium of the pair plasma, or ii) a very
high-density pair plasma where the annihilation rate is
of the same scale as the production rate.

D. Summary

Despite the common origin for all energy deposition in
Fig. 1, we will from here on use the word field to mean
coherent, low-frequency radiation which can be resolved
on the simulation grid, and the word photons to refer
to the incoherent, high-frequency radiation given by an
ensemble of photons. Using this notation in Fig. 6 we
show, schematically, three qualitatively di↵erent forms
of energy deposition [hmm] and the possible channels for
conversion of energy between them.

The solid lines indicate channels included in the PIC
code; these are photon emission and pair production, and
higher order processes such as cascades are built up from
repeated emission and production events. The dashed
lines indicate, for completeness, the processes which can
be neglected. (This is annihilation, absorption and the
negligible loss of energy in Sauter-Schwinger pair creation
discussed above.) [[The Feynman diagrams in the figure

aren’t drawn with standard notation, but we can fix this
later.]]
We remark that neither spin nor polarisation are in-

cluded in the code [[CHECK!]] – for an analysis of photon
polarisation e↵ects see [37].

IV. INCOHERENT EMISSION

The emission of classical radiation is well understood
as a part of the traditional PIC approach. [I think at least
a sentence is needed...] Thus we focus on accounting for
incoherent emission of individual photons from electrons
and positrons.

A. Problem of double counting

Accounting for the individual emissions of each photon
while simultaneously solving Maxwell’s equations implies
a double counting, as the current sources of the photons
is treated also as a source of coherent emission in the clas-
sical equations. [Check that please....]. However, Fig. 1
makes it evident, that the double counting is negligible in
terms of energy deposition and thus can hardly a↵ect the
macroscopic dynamics of laser-plasma interaction. [This
seems like an important point, but I’m finding it hard to
understand...] Indeed, the double counting occurs only
in the low-frequency part where the energy contribution
of the individual emission is smaller than the one of co-
herent emission by a factor of number of particles emit-
ting coherently. This number is very large for the typical
spectral range of energy deposition for coherent emission.

B. Properties of individual emission

As estimated above appears [equation reference], en-
ergy loss due to radiation impacts particle dynamics sig-
nificantly for field amplitudes a > 100, apart from some
specific cases [REFS]. If one is interested in the diagnos-
tics of emission at lower amplitudes one can, assuming
the emission does not a↵ect the process [????], use non-
modified [meaning?] numerical methods and obtain the
diagnostic from post processing, calculating the emission
integral [11] over the particles’ trajectories (see for exam-
ple [38]) or using statistical routines [39]. In this article
we primary focus on the case of the notable converse
e↵ect of emission, thus we assume ultra-relativistic dy-
namics � � 1, a � 1.
To determine emission that an electron produces dur-

ing one time step of PIC simulation we assume that the
electric and magnetic field vary insignificantly during this
interval of time. Next, we note, that in ultra-relativistic
case emission of a particle is predominantly defined by
the transverse acceleration (the longitudinal acceleration
has �

2 times less contribution to the emission intensity,
see [7]). The emission is determined not by the EM-field

C. Ridgers et al., J. Comp. Phys. 260, 273 
(2014); 

T.D. Arber et al., Plasma Phys. Control. 
Fusion 57, 113001 (2015); 

Gonoskov et al., Phys. Rev. E 92, 023305 
(2015); 

M. Vranic et al., Comp. Phys. Comm. 204, 
141 (2016) 

M. Marklund



Analytical and computational challenges

M. Marklund

Prerequisite: our computational tools are only as good as our analytical input. Examples:
• Locally constant crossed field approximation: 

central to almost all analytical work; what is the 
size of the errors that we make using this 
approximation?

e-

• Depletion: how do we correctly take into 
account the partition of energy between 
classical and quantum degrees of freedom, 
and is it important?

• S-matrix vs trajectories: when is it meaningful 
to talk about trajectories, and when is there a 
relation between the S-matrix and the classical 
equations of motion?

• Many-body quantum systems: is it 
computationally viable, and when will it be 
important?



Examples: formation length and coherence 

• Quantum radiation reaction: for strong enough fields, 
the radiation from the accelerated charge is governed 
by multiphoton emissions.


• Formation length: normally assumed short compared 
to other scales (in high fields), incoherent events 
(semiclassical, locally constant). 


• However, there are cases when coherent effects 
dominate (fully quantum). 


• Fully quantum calculations are needed (high energy, 
not ”too high intensity”). 


M. Marklund

V.I. Ritus, J. Russian Laser Research 6, 497 (1985)
A. Di Piazza, K. Z. Hatsagortsyan and C. H. Keitel, Phys. Rev. Lett. 105, 220403 (2010) 
V. Dinu et al., Phys. Rev. Lett. 116, 044801 (2016)
A. Angioi and A. Di Piazza, Phys. Rev. Lett. 121, 010402 (2018)
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FIG. 4. hP�i for a head-on collision in the crossover regime,
colours as above. a0 = 10 and � = 104. Just over 60% of
trajectories show lower-than-average energy loss. The inset
shows the final distribution of electron energies vs. scattering
angle, due to stochastic quantum effects.

the radiating electrons, with the exception of compara-
tively much smaller ponderomotive effects (a small back-
ground) arising from beam focussing. Hence the trans-
verse spreading provides a measurable signature of quan-
tum RR distinct from its classical counterpart. (Trans-
verse size effects are expected to be subleading in the IDR
with high energy particles: the highest energy emissions
come from particles on-beam-axis [44] and transverse de-
flection from the plane wave trajectory is suppressed by
factors of a0/� ⌧ 1 [45].)

Finally, consider the regime a0 ⇠ 1–10 and �  104

which should be accessible on the Bella [46] and Gem-
ini [47, 48] lasers. Toward the lower/upper extreme of the
energy range classical/quantum effects are significant.
Toward the lower/upper extreme of the intensity range
the LCA fails/works, so that simulations are less/more
reliable. At the same time the lowest order QED results
become more/less reliable, because the longer or more in-
tense the pulse, the more higher-order corrections are re-
quired to account for multiple photon emissions in order
to give the correct rate of energy loss. In this “crossover”
regime it is therefore necessary to account carefully for
the possibility of both multiphoton and interference ef-
fects. This regime is distinct from the IDR and high-
intensity regimes above. It is theoretically challenging,
as higher-order corrections are difficult to calculate ana-
lytically when the constraint (2) is not fulfilled [19].

An example of the electron momentum in the crossover
regime is shown in Fig. 4 for parameters giving the
same � as above. Here the LCA is sufficient to capture
the physics – the LCA to (1) is indistinguishable from the
full result on the scale shown. Since an average of 2.77
photons were emitted over 104 runs we should expect
a discrepancy between the simulation and order-↵ QED
results due to multiphoton effects. Despite this, we find
that they are in close mutual agreement (and both differ
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FIG. 5. Characterising radiation reaction in the energy–
intensity plane. Two types of effects are shown, to the left and
right of the division at a0 = 10 which separates, very approx-
imately, the applicability of the methods used. The classical
(semiclassical/locally constant) approximation to RR differs
by less than 5% from the full, coherent, quantum integral (1)
in the regions marked “classical” (“semiclassical”) on the left
of the plot. As intensity increases, higher energies are needed
to access fully quantum effects. To the right, dotted lines are
those of constant “ideal” � calculated from peak intensity and
initial energy, while solid lines are those of constant peak �
taking into account classical cooling effects modelled by the
LL equation. The existence of the different regimes and cool-
ing effects are general, though their precise form depends on
pulse shape. Labels in white boxes indicate the approximate
operating regimes of the named facilities [21, 40].

significantly from the classical prediction). Remarkably,
the same agreement is found for all other parameters we
have examined in this regime. The fact that the two very
different approaches agree across an energy and intensity
range relevant to upcoming experiments, e.g. on Gemini,
is extremely encouraging. We stress though that further
investigation of this interesting regime is needed to en-
sure that the correct result is obtained.

One reason for the smallness of the expected discrep-
ancy in Fig. 4 can be seen by from the grey bands: most
electron trajectories stay distributed close to the Lorentz-
force trajectory for most of the pulse. The distribu-
tion and spread of momenta is therefore an interesting
topic for further study, along with the quantum mechan-
ical variance hP̂ 2i � hP̂ i2.The inset in Fig. 4, shows the
stochastic spreading of on-axis electrons due to purely
quantum effects, c.f. Fig. 3. This is one of the experi-
mental signatures of QRR which will be investigated at
high-power laser facilities over the coming years.

To conclude, we have examined QRR effects in dif-
ferent energy and intensity regimes. Fig. 5 illustrates
these regimes and our results. We have seen that in-
terference effects, completely absent in classical physics,
reduce energy losses relative to classical predictions and
contribute significantly to QRR for high energy and not
too high intensity. This “interference dominated regime”,



Examples: nonlinear Compton scattering  

• Nonlinear Compton scattering: neglecting the external field variations 
within the formation region of the process. 


• Complex field geometries (tight focusing, plasma fields etc) leads to 
questions about the status of the locally constant field approximation. 


• Associating classical trajectories between the events, when does this 
break down? 


• Further benchmarking studies needed: comparing exact calculation in 
QED with approximate methods. 


• Therefore, need further analytical insights for QED in complex 
geometries. 


M. Marklund

F. Mackenroth et al., arXiv:1805.01762 (2018)
Di Piazza et al., Phys. Rev. A 98, 012134 (2018)
C. N. Harvey, A. Ilderton, and B. King, Phys. Rev. A 91, 013822 (2015) 
T.G. Blackburn et al., Phys. Plasmas 25, 083108 (2018)
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in vanishingly small regions linked by classically deter-
mined trajectories; the production rates and spectra are
calculated for the equivalent QED process in constant,
crossed fields [36]. This is possible because at high in-
tensity (to be defined in section II), the formation length
over which a photon is emitted, or an electron-positron
pair is created, is much smaller than the length scale over
which the field varies [21]. The approximation that emis-
sion occurs instantaneously, and therefore that the rate
for a constant, crossed field may be employed, is called
the locally constant field approximation (LCFA). Monte
Carlo implementations of QED processes based on this
have found widespread adoption in particle-in-cell (PIC)
codes (see [37] for details). Depletion in these codes is
therefore treated classically, as QED processes alter the
plasma current density j, which alters the energy density
of the self-consistent electric and magnetic fields E and
B via the j · E term in Poynting’s theorem; see [38–40]
for examples of how this drives laser absorption.

Identifying the parameter regime where this semiclassi-
cal picture works, and why, has been the subject of much
theoretical work [41–43]. However, there has been limited
direct benchmarking of numerical and analytical results
in regimes of experimental interest. For nonlinear Comp-
ton scattering (photon emission by an electron), Harvey
et al. [44] compared the frequency and angular spectra
predicted by 1) integration of the QED probability rate
for a monochromatic plane wave and 2) semiclassical sim-
ulation of a 100 fs pulsed plane wave with super-Gaussian
temporal profile, concluding that the neglect of interfer-
ence e↵ects in the latter caused harmonic structure to be
missed.

In this work we present systematic comparisons not
only of the longitudinal and transverse momentum spec-
tra (sections IIIA and III B), but also the absorption of
energy from the background field (section III C). We in-
troduce a normalization framework in section IIC that
guarantees that we compare precisely the same physical
scenario. This permits direct, quantitative benchmark-
ing of semiclassical codes against analytical results from
QED in the parameter regime relevant for recent and up-
coming experiments.

II. METHODS

The interaction geometry is illustrated in fig. 1. An
electron with initial Lorentz factor �0 collides head-on
with a circularly polarized laser pulse that has dimen-
sionless amplitude a0, central frequency !0 and invariant
duration ⌧ . Throughout this work we set ~ = c = 1
and denote the elementary charge by e and the elec-
tron mass by m. The pulse vector potential eAµ(�) =
ma0g(�)(0, sin�, cos�, 0), where a0 = eE0/(m!0) for
electric field strength E0 [45] and g(�) = cos2[�/(4⌧)]
for phases |�| < 2⇡⌧ . In all results presented here,
�0 = 1000 and !0 = 1.55 eV (equivalent to a wavelength
� = 0.8 µm). We will consider dimensionless amplitudes

FIG. 1. An electron (blue) with initial Lorentz factor �0 �
1 collides head-on with an intense, circularly polarized laser
pulse (red) that has strength parameter a0, angular frequency
!0 and duration ⌧ .

in the range 5  a0  30, which covers the transition be-
tween the weakly and highly nonlinear classical regimes,
and restrict the laser duration to be ⌧ = 2 or 3 so that
the expected number of photons is of order one. This
is because our QED calculations are performed for sin-
gle scattering only, and so that we can gather su�cient
statistics in the semiclassical simulations (the fraction of
collisions in which only one photon is emitted is expo-
nentially suppressed with increasing a0).
The quantum interaction of charged particles and pho-

tons with strong fields is characterized by the invari-
ants �e = e

p
�(F.p)2/m3 and �� = e

p
�(F.k0)2/m3,

where F is the electromagnetic field tensor and p and
k
0 the four-momenta of the electron and photon respec-

tively [21]. �e may be interpreted as a measure of the
field strength in the rest frame of the electron relative to
that of the critical field of QED Ecrit = m

2
/e [46–48]. It

is often referred to as the ‘quantum nonlinearity parame-
ter’ by analogy with a0, which is the classical nonlinearity
parameter [21]. We have �e ⇠ 0.1 for the interaction pa-
rameters under consideration here so quantum e↵ects are
non-negligible.

A. QED

The strong-field QED scattering matrix (S-matrix)
connects asymptotic free states, evolving the initial state
from the distant past to the distant future. The calcu-
lation is performed to all orders in the coupling to the
background field a0, i.e. non-perturbatively, as the num-
ber of photons absorbed and reemitted by an electron in
an intense laser field is very large. For the lowest order
process shown in fig. 2, the emission of one photon or
single nonlinear Compton scattering [49–52], it reads

S1 = �ie(2⇡)3�lf(p
0 + k

0 � p)
X

j
TjCj . (1)

The delta function ensures the conservation of momen-
tum in the lightfront and transverse directions. By light-
front momentum we mean p

+ ⌘ k.p/!0, which is con-
served in a plane wave with wavevector k in the absence
of radiation reaction. Other features are the transition
operators Tj which are sensitive to the electron spins and



Examples: depletion of the background field

• The interaction of a highly charged electron bunch with an intense laser pulse can lead 
to significant depletion of the laser pulse energy. 


• Depletion normally associated with pair production and the following acceleration and 
emission. 


• Large absorption in nonlinear Compton scattering makes external field approximation 
problematic.


• What are the effects of depletion on emission probabilities? How are these changes 
treated in a computational scheme? 


• Breakdown of background field approximation may be signalled by the breakdown of 
the perturbative expansion of the theory. How to incorporate this (see Ilderton and 
Seipt paper)?


M. Marklund

F. Cooper and E. Mottola, Phys. Rev. D 40, 456 (1989); Y. Kluger et al., Phys. Rev. Lett. 67, 2427 (1991) and Phys. Rev. D 45, 4659 (1992); N. B. 
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This is valid for a0 � 1 and reproduces the leading order of the
related result (18) in [32]. A direct numerical determination
of s(cg) from (7) shows excellent agreement with (8) for the
most important range of s ⇠ a3

0 (but deviates for s ! 0). Thus,
when a Compton photon with a given value of cg is emitted,
the number of laser photons drawn from the laser field can
safely be estimated using (8) within the model of one-photon
incoherent emission3.

FIG. 2. The dependence of the average number hsie of absorbed
laser photons on the dimensionless amplitude a0 of the EM field for
different values of ge. The corresponding distributions sdPe/ds for
a0 = 200 are shown in the inset (b). Black dotted curves represent
the numerical fit provided.

To further illustrate the power of the result (8), we employ
it to determine the most probable emission angle without re-
ferring to an angular probability distribution. Let us write
the scattered photon momentum as k0 = (w 0,k0

?,k
0
z) where

k02 = 0. We can then find k0? from quasi-momentum conser-
vation. Assuming a head-on collision of electrons and laser
(p? = 0) the following answer is obtained:

k02? = 2sk · k0 �
✓

k · k0

k · p

◆2 �
m2
⇤+2sk · p

�
. (9)

This identity is manifestly invariant with respect to boosts
collinear with the laser direction k. It defines an ellipse in
the (k0z,k0?) plane for given values of ge, s and a0, see Fig. 3.
Plugging (8) into (9) yields the tangent of the most probable
photon emission angle,

tanq = k0?/k0z =
4a0ge

4g2
e �a2

0
, (10)

where a0,ge � 1. This coincides with the classical emission
angle (1) and is indeed consistent with the findings of [13]:

3 A formula completely analogous to (8) holds for the Breit-Wheeler pro-
cess, g +sgL ! e+e�, which becomes possible above a threshold in photon
number, s � s0 = 2a0(1+a2

0)/cg . Details will be discussed elsewhere.

FIG. 3. The distribution sdPe/ds as a function of k0? and k0z for
ge = 2000, and for a0 = 200 (left) and 2000 (right). The distributions
are supported on a line k0?/k0z = 1/10 and 4/3 in the left and right
panels, respectively, cf. (10). Full curves on the floor represent the
ellipses (9) for different values of s.

As long as ge � a0, the photons are predominantly emitted
in the forward direction, with q ⇠ a0/ge ⌧ 1. However, as
a0 increases, significant photon emission takes place in the
perpendicular direction. This can be understood classically,
in particular in the ARF where a0 ' 2ge (p� = m⇤), so that
q = p/2 as required for circular (synchrotron) motion in the
transverse plane as well as by (10). Equivalently, this follows
from the classical equation of motion by calculating tanq =
(p?/pz)rms, the ratio of the rms values of the classical electron
momentum components in the laser field A, pµ = pµ �eAµ +
(ep ·A� e2A2/2)kµ/k · p.

Going back to Fig. 3 we see that the distribution of emitted
photons is essentially supported on a straight line, k0?/k0z =
const (with an angular spread of the order 1/a0 ⌧ 1), which
intersects the ellipse (9) in a single point. To relate back to
the topic of depletion we recall Fig. 1 (right), which tells us
that we have to stay away from the axes and the origin in the
a0-ge plane according to our assumption of incoherent emis-
sion. The ‘safe’ regime is thus a0 ⇠ ge � 1, so that in terms
of the emission angle we need to stay away from collinear
emission, a0 ⌧ ge or a0 � ge. Thus, in the generic regime of
interest, a0 ⇠ ge � 1, there is substantial transverse emission,
cf. Fig. 3, right, for which the emission angle is about 50�,
with a depletion threshold of NT ⇡ 1010 according to Fig. 1.

In this letter we have reconsidered the multi-photon Comp-
ton process in strong EM fields, focussing on the energy loss
of the laser due to absorption, which transforms the initially
strong fields into weak ones. We found that this phenomenon
has an intensity threshold of a0 ⇠ 103, and requires NT &
6.8 ⇥ 1011g0.92

e a�1.08
0 electrons per laser wavelength cubed,

according to the numerical fit in Fig. 2. We have neglected
coherent photon emission, which is valid when a0 ⇠ ge � 1.
It is expected that the depletion threshold will be overcome in
the case of EM avalanches. Thus, laser depletion will not just
be due to pair creation as considered previously, but must also
be taken into account in laser photon absorption.

We have further analyzed the photon emission rates dif-
ferential in multi-photon number s and discovered that they
strongly peak at a value s0, recall (8), which determines the
direction of the photon emission relative to the initial electron
momentum direction in terms of an emission angle, q , via



Example: many-body quantum systems

1. Classical plasmas
MHD 
Gyrokinetics/Fokker-Planck 
Particle-in-cell

2. Semiclassical plasmas
Collisional processes. 
Ionization.

3. Relativistic plasmas
Fully relativistic plasmas 
Fully quantum mechanical single 
particle processes

4. QED plasmas

Many-body physics in 
strong fields

Energy and intensity



Example: many-body quantum systems

• Full quantum kinetic approach à la de Groot.


• Based on Wigner function for electron state: 


• Simplification: Slowly varying classical fields: 


• Still requires approximations to be computationally viable. 


• Other approaches: Schrödinger equation on a grid; path integral approach by multiple weighted 
classical paths (Dawson). Still principally unsolved.

M. Marklund

de Groot & Suttorp (1972); Ruhl & Herzing, arXiv:1611.03892

2. Matter and radiation fields

We start by defining the concept of a Wigner operator outlined in [1].

The Wigner operator is

Ŵdb (x, p) =

Z
d4y

(2⇡~)4 e
�i p·y~  ̂db

⇣
x+

y

2
, x� y

2

⌘
(1)

with the kernel

 ̂db (x1, x2) =  ̄b (x1) U (A, x1, x2)  d (x2) , (2)

where

U (A, x1, x2) (3)

= exp


� ie

~ (x1 � x2)
⌫
Z 1

0

dsA⌫

✓
x1 + x2

2
+

⇢
s� 1

2

�
(x1 � x2)

◆�
.

With the help of the Dirac equation coupled to the radiation field equations

of motion for the Wigner operator (1) are obtained [1]. In the limit of a

slowly varying classical radiation field we obtain


m (1)ca � (�µ)ca

✓
pµ +

i

2

�
@xµ � e Fµ⌫ (x) @⌫p

�◆�
Ŵab (x, p) = 0 . (4)

Next, it is useful to expand the Wigner operator in spin space [1]. This yields

Ŵab (x, p) =
h⇣

1 + ��
p�
m

⌘ ⇣
F̂ + �↵�5Â↵

⌘i

ab
(x, p) , (5)

where F̂ is a scalar and Â↵
is an axial vector. It is found that in the classical

limit

pµ (@
µ
x � e F µ

⌫ (x) @⌫p) F̂ (x, p) = 0 , (6)

pµ (@
µ
x � e F µ

⌫ (x) @⌫p) Â↵
(x, p) = e F ↵⌫

(x) Â⌫ (x, p) (7)

hold. Both equations come along with the following constraints

�
p2 �m2

�
F̂ (x, p) = 0 , (8)

�
p2 �m2

�
Âµ

(x, p) = 0 , pµ Âµ
(x, p) = 0 . (9)
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Summary: some open questions

A. Overcome multiple scale issues (volume, 
timescale…) for proper experimental 
analysis.


B. Accurate interplay with experiments (e.g., 
detailed data input).


C. Computational statistics: requires large scale 
resources.


D. The breakdown of the locally constant 
crossed field approximation?


E. The general role of coherent multi-photon 
effects.


F. Depletion mechanisms of background fields; 
the breakdown of the background field 
approximation?


G. The transition between the S-matrix 
approach and equations of motion. No 
trajectories in QED. 


H. Transition times in quantum processes from 
in and out states? Compare ionization. 


I. Non-equilibrium many-body QFT approach. 
Compare condensed matter, transport theory 
of solids, and TDFT development.


