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A Little History

‣ LHC Computing Grid was approved by CERN 
Council Sept. 20 2001

‣ First Grid Deployment Board was Oct. 2002

‣ LCG was built on services developed in Europe 
and the US.

‣ LCG has collaborated with a number of Grid 
Projects

‣ It evolved into the Worldwide LCG (WLCG) 

‣ EGEE, NorduGrid, and Open Science Grid

‣ Services Support the 4 LHC Experiments
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Today’s WLCG
‣ More than 170 computing facilities in 34 countries

‣ More than 100k Processing Cores

‣ More than 50PB of disk
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‣ Running increasingly high 
workloads:

‣ Jobs in excess of 900k / day; 
Anticipate millions / day soon

‣ CPU equiv. ~100k cores

‣ Workloads are

‣ Real data processing !

‣ Simulations

‣ Analysis – more and more 
(new) users: several hundreds 
now

‣ Data transfers at 
unprecedented rates
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Today WLCG is

900k jobs/day

~100k CPU-days/day
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Services

‣ Basic set of grid 
services at sites to 
provide access to 
processing and 
storage

‣ Tools to securely 
authenticate and 
manage the 
membership of the 
experiment

‣ Not all experiments 
use all services or 
use all services in 
the same way
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Architectures
‣ To greater and lesser extents 

LHC Computing model are 
based on the MONARC 
model 

‣ Developed more than a decade 
ago

‣ Foresaw Tiered Computing 
Facilities to meet the needs of 
the LHC Experiments
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acknowledgement of the objective situation of network bandwidths and costs.  Short distance networks 
will always be cheaper and higher bandwidth than long distance (especially intercontinental) networks.  A 

hierarchy of centres with associated data storage ensures that network realities will not interfere with 
physics analysis.  Finally, regional centres provide a way to utilise the expertise and resources residing in 

computing centres throughout the world.  For a variety of reasons it is difficult to concentrate resources 

(not only hardware but more importantly, personnel and support resources) in a single location.  A 
regional centre  architecture will provide greater total computing resources for the experiments by allowing 
flexibility in how these resources are configured and located. 

A corollary of these motivations is that the regional centre model allows to optimise the efficiency of 
data delivery/access by making appropriate decisions on processing the data (1) where it resides, (2) 

where the largest CPU resources are available, or (3) nearest to the user(s) doing the analysis.  

Under different conditions of network bandwidth, required turnaround time, and the future use of the 
data, different combinations of (1) - (3) may be optimal in terms of resource utilisation or responsiveness 
to the users.  

Figure 4-1 shows a schematic of the proposed hierarchy. 

4.3 Characteristics of Regional Centres 

The various levels of the hierarchy are characterised by services and capabilities provided, constituency 
served, data profile, and communications profile. 

The offline software of each experiment performs the following tasks: 

initial data reconstruction (which may include several steps such as preprocessing, reduction and 
streaming; some steps might be done online); Monte Carlo production (including event generation, 
detector simulation and reconstruction); offline (re)calibration ; successive data reconstruction; and 

6
2
2
 M

b
it

s
/s

622 
M

b
its

/s

CERN/CMS

350k Si95
350 Tbytes Disk;

 Robot

Tier2 Center
20k Si95

 20 Tbytes Disk,
 Robot

FNAL/BNL
70k Si95

70 Tbytes Disk;
Robot

62
2 

M
bi
ts

/s

N
 X

 6
2

2
 M

b
it

s
/s

622Mbits/
s

622 Mbits/s
Tier3

Univ WG

1

Tier3
Univ WG

M

Model Circa 2005Model Circa 2005

Tier3
Univ WG

2

Fig. 4-1  Computing for an LHC Experiment Based on a Hierarchy of Computing Centers. Capacities 

for CPU and disk are representative and are provided to give an approximate scale). 

Tier-0 Tier-0 Tier-0

Tier-1 Tier-1 Tier-1 Tier-1 Tier-1 Tier-1 Tier-1 Tier-1

Tier-2 Tier-2 Tier-2 Tier-2 Tier-2 Tier-2 Tier-2

ATLASALICE CMS LHCb

Cloud

Mesh



Physics at the LHC10/06/10

Data Taking
‣ An extremely interesting region

‣ Exponential Increase means a 
good weekend can double or 
triple the dataset 

‣ A significant failure or outage 
for a fill would be a big fraction 
of the total data

‣ Original planning for Computing 
in the first six months had higher 
data volumes (tens of inverse 
picobarn)

‣ Total volumes of data  are not 
stressing the resources

‣ Slower ramp has allowed 
predicted activities to be 
performed more frequently
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May 26, 2010

Experiment Size
ALICE ~190TB
ATLAS ~120TB
CMS ~35TB
LHCb ~20TB



Physics at the LHC10/06/10

Activities

‣ Limited volume of 
data has allowed a 
higher frequency of 
workflows

‣ Important during the 
commissioning phase

‣ All experiments 
report workflows 
executed are the type 
and location predicted 
in the computing 
model
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Reliability 

‣ The vast majority of the Computing Resources for the LHC are 
away from CERN.

‣ WLCG Services are carefully monitored to ensure access to 
resources

‣ Much of the effort in the last few years has been in improving 
operations 
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Distributed Computing is when a 
machine you’ve never heard of 
before, half a world away, goes 

down and stops you from working

“We’ve made the world’s largest 
Tamagotchi” - Lassi Tuura
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Reliability 

‣ Monitoring of basic 
WLCG Services

‣ Clear improvement in 
preparation for data 
taking
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Readiness as Seen by the Experiments

‣ Site readiness as seen by the experiments

‣ LH week before data taking; RH 1st week of data

‣ Experiment tests include specific workflows
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Data Transfer and ReProcessing  
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OPN links now fully redundant – 
last one – RAL – now in production

Fibre cut during STEP’09:
Redundancy meant no interruption
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Transfers

‣ Transfers from CERN to the 
Tier-1s are large, and driven by 
collision and cosmic running
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Castor traffic last month:
> 4 GB/s input
> 13 GB/s served
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Transfer Peaks

‣ Peak transfers are meeting 
the computing model 
expectations 
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Data Reprocessing Profile

‣ Once data arrives at 
Tier-1 Centers is 
reprocessed 

‣ New calibrations, 
software and data 
formats
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Average 10280 concurrent jobs

Grid Deployment Board, May 12

April Campaign

• Minor issues in 
many places

• Significant issue 
at RAL and 
major issues at 
CNAF and 
SARA
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Data Processing

‣ LHC Experiments can currently reprocess the entire collected 
data in less than a week

‣ These reprocessing passes will grow to several months as the data 
volumes increase

‣ Grid interfaces to the batch systems are scaling well 

‣ Storage systems are ingesting and serving data
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Transfers to Tier-2s and Analysis 

‣ Once data is onto the WLCG it is 
made accessible to analysis 
applications

‣ Largest fraction of analysis 
computing is at Tier-2s
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Tier-1

Arc

Tier-2 Tier-2 Tier-2 Tier-2

Grid Deployment Board, May 12

Data Distribution
• System is being pushed to very high levels by simultaneous data and 

MC reprocessing, plus LHC data taking

• This is revealing week spots in the data transfer rates between sites

• Issues at both T1s and T2s

• Time consuming to debug, but essential
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Data Moving to Tier-2s 

‣ Tier-1 to Tier-2 average 
is coming up

‣ 49 Tier-2s sites have 
received data since the 
start of 7TeV Collisions

‣  After significant effort of 
the commissioning team 
we’re now having serious 
Tier-2 to Tier-2 transfers

‣ Good for group skims 
and replicating data
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ALICE ANALYSIS train

19

ALICE has an interesting 
analysis train model.   User 

code is picked up and executed  
with other analyses
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ALICE End user analysis

~ 200 users
~ 500 jobs on average over 3 months
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ATLAS Analysis data access

‣ Data were 
analyzed on the 
Grid already from 
the first days of 
data-taking

‣ Data are analyzed 
at many Tier-2, and 
some Tier-1, sites 

‣ See data 
access counts 

‣ Many hundreds of 
users accessed 
data on the Grid
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Individual Users 

CMS Analysis Activity

‣ Number of people 
participating in 
analysis is increasing 
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CMS Analysis Ratio
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CMS Ops - GDB 12 May 201015/03/10 18

MC Production and Analysis at T2s

Submitted jobs, last month
120k

MC PROD

ANALYSIS

Running jobs, last month

20k

ANALYSIS

MC PROD

! Analysis users submit many more 
jobs

! Production jobs last longer so on 
average T2's are used 50%-50%

CMS

CMS



Physics at the LHC10/06/10

LHCb Analysis Usage

‣ Good balance of sites

‣ Peak of 1200 CPU days delivered in a day
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Simulated Event Production

‣ Simulated Event Production is one of the earliest grid applications 
and very successful

‣ Pile-up and realistic simulation making this a more interesting 
problem
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ALICE MC production
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MC production in all T1/T2 sites
•30 TB with replica
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‣ Simulation production continues in the background all the time

‣ Fluctuations caused by a range of causes, including release cycles, sites downtimes etc.

‣ Parallel effort underway for MC reconstruction and reprocessing

‣ Including reprocessing of MC09 900 GeV and 2.36 TeV samples with AtlasTier0 15.5.4.10 
reconstruction, same release as for data reprocessing, done in December

‣ More simulated ESDs produced since Dec'09 to match 2009 real data analysis

7

ATLAS 2009-10 simulation production

Production jobs running in 
each cloud

16 Feb 2009 – 15 Feb 201050k

TBSimulated data 
produced

1 Jul 2009 – 15 
Feb 2010
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CMS MC Production by Month

‣ Total number of events produced in 2009 is large

‣ Big variations by month

‣ Generally related to lack of work, not lack of capacity

‣ 2010 Sample growing
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Simulation (8k slots)

57  Tier-2s + Tier-3s 
Participating
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LHCb139 sites hit, 4.2 million jobs

‣ Start in June: start of MC09
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Outlook

‣  The Grid Infrastructure is working for physics

‣ Data is reprocessed

‣ Simulated Events are Produced

‣ Data is delivered to analysis users

‣ Integrated volume of data and livetime of the accelerator are still 
lower than the final planning

‣ Not all resources are equally utilized 

‣ Activity level is high

‣ Still lots to learn with increasing datasets
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