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Comments/Disclaimer 
(1) Talk content is biased towards Xilinx FPGAs. This is neither a statement nor a recommendation.
(2) Talk focuses on high-end architectures to show technical development.
(3) Content is a personal selection and not exhaustive. 
(4) Versal Information comes from XDF Frankfurt (links need to be added)

FPGAs 
History and Status

MPSoC and selected 
application examples

Next generation 
architecture

- Part 1 - - Part 2 - - Part 3 -
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Evolution of FPGAs
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1984 1992 2000 2008 2018

Age of invention

Age of expansion

Age of accumulation

Age of SoC

Age of acceleration
Xilinx XC2064, 64 FF 
64 blocks, 128 LUT3
Actel Antifuse 
(largest ~1990)
No tools, manual P&R
Multi FPGA Platforms

Rapidly growing FPGA sizes
Increasing Demand for 
Design Automation
SRAM FPGAs first for new 
technology – domination

Communication is main market
Dedicated logic blocks (e.g. 
high-speed I/O, multiplier)
à platform FPGAs
Low cost FPGAs
IP cores for large FPGAs

Processor systems added
Peripherals included
Security functionality
Platform management
HLS

Domain specific computing
Specialized architectures
Specialized computing 
environments
…

Ages are defined in a paper by Stephen Trimberger (2015) 
and in an interview with Ivo Bolsens (Xilinx CTO) in 2018
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FPGA market or which vendors did survive?

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

FPGA IP core for
SoC designs

SRAM based FPGAs
Broad range

Low power & 
cost efficient FPGAs

2 small SRAM FPGA
families

Flash & Antifuse
FPGAs

SRAM based FPGAs
Broad range
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What about Intel vs. Xilinx?

• focus on logic/money
• limited IO bandwidth

FPGAs for cost sensitive 
or mid-range products

• maximum LUTs
• maximum DSP slices
• maximum internal memory
• maximum IO bandwidth (30 Gbps, 58 Gbps) 

High performance FPGAs

• derived from HP FPGAs
• integration of large memories (GB)FPGA + HBM

• derived from HP FPGAs
• multiple processors
• memory and caches
• peripherals

FPGA + Processor 
System

• derived from previous
• high performance ADC/DAC

FPGA+Processor+
ADC/DAC

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

© Copyright 2015–2018 Xilinx
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© Copyright 2016–2018 Xilinx

© Copyright 2015–2018 Xilinx
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FPGA complexity over the years in numbers
Limited feature requirements (transistors, wires) 
of SRAM FPGAs allowed early adoption of new 
technology nodes 
à front-runner

Exponential progress in compute power, 
memory, and bandwidth

Dramatic increase in power efficiency

Dramatic decrease of price per logic gate

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

10

100

1000

10000

100000

1996 2006 2016

LU
Ts

  i
n 

k

Year

0,1

1,0

10,0

100,0

1000,0

1996 2006 2016

B
R

A
M

 in
 M

bi
ts

Year

10

100

1000

10000

100000

1996 2006 2016

To
ta

l B
W

 in
 G

bi
t/s

Year

INV ITED
P A P E R

Three Ages of FPGAs: A
Retrospective on the First Thirty
Years of FPGA Technology
This paper reflects on how Moore’s Law has driven the design of FPGAs through
three epochs: the age of invention, the age of expansion, and the age of accumulation.

By Stephen M. (Steve) Trimberger, Fellow IEEE

ABSTRACT | Since their introduction, field programmable gate

arrays (FPGAs) have grown in capacity by more than a factor of

10 000 and in performance by a factor of 100. Cost and energy

per operation have both decreased by more than a factor of

1000. These advances have been fueled by process technology

scaling, but the FPGA story is much more complex than simple

technology scaling. Quantitative effects of Moore’s Law have

driven qualitative changes in FPGA architecture, applications

and tools. As a consequence, FPGAs have passed through sev-

eral distinct phases of development. These phases, termed

‘‘Ages’’ in this paper, are The Age of Invention, The Age of

Expansion and The Age of Accumulation. This paper summa-

rizes each and discusses their driving pressures and funda-

mental characteristics. The paper concludes with a vision of the

upcoming Age of FPGAs.

KEYWORDS | Application-specific integrated circuit (ASIC);

commercialization; economies of scale; field-programmable

gate array (FPGA); industrial economics; Moore’s Law; pro-

grammable logic

I . INTRODUCTION

Xilinx introduced the first field programmable gate arrays
(FPGAs) in 1984, though they were not called FPGAs until
Actel popularized the term around 1988. Over the ensuing
30 years, the device we call an FPGA increased in capacity
by more than a factor of 10 000 and increased in speed by a
factor of 100. Cost and energy consumption per unit func-
tion decreased by more than a factor of 1000 (see Fig. 1).

These advancements have been driven largely by process
technology, and it is tempting to perceive the evolution of
FPGAs as a simple progression of capacity, following semi-
conductor scaling. This perception is too simple. The real
story of FPGA progress is much more interesting.

Since their introduction, FPGA devices have pro-
gressed through several distinct phases of development.
Each phase was driven by both process technology oppor-
tunity and application demand. These driving pressures
caused observable changes in the device characteristics
and tools. In this paper, I review three phases I call the
‘‘Ages’’ of FPGAs. Each age is eight years long and each
became apparent only in retrospect. The three ages are:

1) Age of Invention 1984–1991;

Manuscript received September 18, 2014; revised November 21, 2014 and
December 11, 2014; accepted December 23, 2014. Date of current version April 14, 2015.
The author is with Xilinx, San Jose, CA 95124 USA (e-mail:
steve.trimberger@xilinx.com).

Digital Object Identifier: 10.1109/JPROC.2015.2392104

Fig. 1. Xilinx FPGA attributes relative to 1988. Capacity is logic cell

count. Speed is same-function performance in programmable fabric.

Price is per logic cell. Power is per logic cell. Price and power are scaled

up by 10 000!. Data: Xilinx published data.

0018-9219 ! 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/
redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

318 Proceedings of the IEEE | Vol. 103, No. 3, March 2015

(S. Trimberger, DOI 10.1109/JPROC.2015.2392104)

(Dissertation C. Amstutz, 2016)



IPE - EPS7

Features in modern FPGA architectures

New Features in Virtex Ultrascale+ (16 nm FinFET+)
Ultra RAM Memory blocks (4kx72)
Up to 8 GB HBM integrated DRAM (460 GB/s)
58 Gb/s PAM4 transceivers, 32 Gb/s
PCI GEN3 (6x) and GEN4 (4x)
100G ethernet MAC with KR4-FEC & 150 G Interlaken cores

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19
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General Description
Xilinx® UltraScale™ architecture comprises high-performance FPGA, MPSoC, and RFSoC families that address a vast spectrum of 
system requirements with a focus on lowering total power consumption through numerous innovative technological 
advancements.

Kintex® UltraScale FPGAs: High-performance FPGAs with a focus on price/performance, using both monolithic and 
next-generation stacked silicon interconnect (SSI) technology. High DSP and block RAM-to-logic ratios and next-generation 
transceivers, combined with low-cost packaging, enable an optimum blend of capability and cost.

Kintex UltraScale+™ FPGAs: Increased performance and on-chip UltraRAM memory to reduce BOM cost. The ideal mix of 
high-performance peripherals and cost-effective system implementation. Kintex UltraScale+ FPGAs have numerous power 
options that deliver the optimal balance between the required system performance and the smallest power envelope.

Virtex® UltraScale FPGAs: High-capacity, high-performance FPGAs enabled using both monolithic and next-generation SSI 
technology. Virtex UltraScale devices achieve the highest system capacity, bandwidth, and performance to address key market and 
application requirements through integration of various system-level functions.

Virtex UltraScale+ FPGAs: The highest transceiver bandwidth, highest DSP count, and highest on-chip and in-package memory 
available in the UltraScale architecture. Virtex UltraScale+ FPGAs also provide numerous power options that deliver the optimal 
balance between the required system performance and the smallest power envelope. 

Zynq® UltraScale+ MPSoCs: Combine the Arm® v8-based Cortex®-A53 high-performance energy-efficient 64-bit application 
processor with the Arm Cortex-R5 real-time processor and the UltraScale architecture to create the industry's first programmable 
MPSoCs. Provide unprecedented power savings, heterogeneous processing, and programmable acceleration.

Zynq® UltraScale+ RFSoCs: Combine RF data converter subsystem and forward error correction with industry-leading 
programmable logic and heterogeneous processing capability. Integrated RF-ADCs, RF-DACs, and soft-decision FECs (SD-FEC) 
provide the key subsystems for multiband, multi-mode cellular radios and cable infrastructure.

Family Comparisons

UltraScale Architecture and
Product Data Sheet: Overview

DS890 (v3.7) February 20, 2019 Product Specification

Table  1: Device Resources
Kintex 

UltraScale
FPGA

Kintex 
UltraScale+

FPGA

Virtex
UltraScale

FPGA

Virtex 
UltraScale+

FPGA

Zynq 
UltraScale+

MPSoC

Zynq 
UltraScale+

RFSoC

MPSoC Processing System ✓ ✓

RF-ADC/DAC ✓

SD-FEC ✓

System Logic Cells (K) 318–1,451 356–1,143 783–5,541 862–3,780 103–1,143 678–930

Block Memory (Mb) 12.7–75.9 12.7–34.6 44.3–132.9 23.6–94.5 4.5–34.6 27.8–38.0

UltraRAM (Mb) 0–36 90–360 0–36 13.5–22.5

HBM DRAM (GB) 0–8

DSP (Slices) 768–5,520 1,368–3,528 600–2,880 2,280–12,288 240–3,528 3,145–4,272

DSP Performance (GMAC/s) 8,180 6,287 4,268 21,897 6,287 7,613

Transceivers 12–64 16–76 36–120 32–128 0–72 8–16

Max. Transceiver Speed (Gb/s) 16.3 32.75 30.5 58.0 32.75 32.75

Max. Serial Bandwidth (full duplex) (Gb/s) 2,086 3,268 5,616 8,384 3,268 1,048

Memory Interface Performance (Mb/s) 2,400 2,666 2,400 2,666 2,666 2,666

I/O Pins 312–832 280–668 338–1,456 208–832 82–668 280–408



IPE - EPS8 Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

- Part 2 -
MPSoC and application examples
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Programmable MPSoC – Zynq Ultrascale+

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

http://www.xilinx.com/products/silicon-devices/soc/index.htm

High-speed 
application processor

Real-time processor

Embedded GPUPS/PL DDR 
Memory Controller Standard 

peripherals as 
hard IP core

Security 
accelerators

FPGA & High-
speed interfaces
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Example: Integrated IPMC for 
HL-LHC CMS L1 Track Trigger

Intel Atom: High Performance interface to 
main FPGAs for dev, test, and calibration
IPMC: Low-level platform management
GL FPGA: interface conversion, glue logic

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

GL
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Serenity: CMS TT Prototype Board 
by Imperial College London

Xilinx ZynqUS+

FPGA

Quad 
ARM A53 

CPU

Dual
ARM R5

CPU

Why not integrate into one Zynq US+?
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Zynq US+ on multi purpose platform HiFlex 2

Photon science
New generation of detectors for beam diagnostics

Diagnostics and stabilization of laser systems 

Superconducting sensors and 
quantum technologies

Readout of superconducting sensor arrays

Control- and readout of qubits

High Energy Physics (HEP)
NA62 (SPS-CERN) fast “low-level” 

trigger system, GPU-based

High Level Trigger (HLT) based on 

GPU- FPGAs accelerators

Hardware platform for Artificial Intelligence algorithms
Heterogeneous FPGA- GPU system based on Machine learning

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

Optical link (full-duplex)  

up to 190 Gb/s

PCIe gen. 3 and 4, 16 lanes, up to 240 Gb/s full-
duplex

FMC+ connector:

# 20 tranceivers @ max 28 Gbps
# 160 lines @ 2 Gbps

SATA connectors for 

SSDs
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Example: DAQ for the ECHo experiment

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

Software-defined Radio (SDR) system architecture

DigitalConversionSpectrum Merge

Xilinx ZynqUS+

FPGA

Quad 
ARMA53 

CPU

ADC/DAC

Dual
ARM R5

CPU

!

ADC/DAC

ADC/DAC

ADC/DAC

ADC/DAC

Cryostat

4 5

B1

...
f/GHz

5

B2

...
f/GHz

6

B3

...
f/GHz

7

B4

...
f/GHz

7 8

B5

...
f/GHz

Mixing Stage

IQ-Mixer

IQ-Mixer

IQ-Mixer

IQ-Mixer

IQ-Mixer

The Electron Capture 163Holmium 
experiment ECHo[1] will measure the 
electron neutrino mass by analyzing 
the energy spectrum in the electron 
capture process of 163Ho.

Technology
800 superconducting sensors (MMC)

10 events per pixel per second

400 channels, one transmission line 

Frequency division multiplexing

4-8 GHz, one channel each 10 MHz

MPSoC / FPGA
160 Gbps Input

160 Gbps Output

< 10 Mb/s to back-
end storage server

Full event processing 
on FPGA required

Complex Calibration 
on processors with 
FPGA support

15x

15x

Poster N. Karcher
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IPE tooling environment for Zynq Ultrascale+

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

Hardware 
Build System BSP for Yocto 

Framework
Hardware & 

Software Unit-Tests

Service Hub 
Control Deamon

Hardware Module 
& Platform Library

Backend 
Activities

Remote Platform 
& Labnet
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Once more: DAQ for the ECHo experiment

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

Software-defined Radio (SDR) system architecture

DigitalConversionSpectrum Merge

Xilinx ZynqUS+

FPGA

Quad 
ARMA53 

CPU

ADC/DAC

Dual
ARM R5

CPU

!

ADC/DAC

ADC/DAC

ADC/DAC

ADC/DAC

Cryostat

4 5

B1

...
f/GHz

5

B2

...
f/GHz

6

B3

...
f/GHz

7

B4

...
f/GHz

7 8

B5

...
f/GHz

Mixing Stage

IQ-Mixer

IQ-Mixer

IQ-Mixer

IQ-Mixer

IQ-Mixer

Why not integrate the ADCs/DACs into 
a heterogeneous MPSoC platform?
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Zynq Ultrascale+ becomes more heterogeneous
Xilinx integrated high-performance ADC/DACs  à RFSoC

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

© Copyright 2018 Xilinx

Zynq UltraScale+ RFSoC Family Overview
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Application Processor Core Quad-core ARM Cortex-A53 MPCore up to 1.5GHz

Real-Time Processor Core Dual-core ARM Cortex-R5 MPCore up to 533MHz

High Speed Connectivity DDR4-2600, PCIe Gen3 x16, 100G Ethernet

Logic Density (System Logic Cells) 930K 678K 930K 930K 930K

DSP Slices 4,272 3,145 4,272 4,272 4,272

33G Transceivers 16 8 16 16 16

Baseband Wireless Radio Phased Array
Radar / Radio

Backhaul, 
Remote-PHY

Data Converter
Enabled Devices

Gen 1 Gen2 Gen3

ADC DAC ADC DAC ADC DAC

4.096 6.554 2.275 6.554 5.0 10.0 GSPS

Talk R. Gebauer
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- Part 3 -
Next generation FPGA(?) architecture
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Versal - Architecture Overview

It is Xilinx‘ newest architecture
More heterogeneous
More complex

Key Features
FPGAs + Processors + AI Engines

Network on Chip backbone
High bandwidth & low latency
Guaranteed QoS
Memory mapped 
built in arbitration

Complex memory hierarchy
(LUTRAM, BRAM, UltraRAM, 
Accelerator RAM, HBM, DDR)

+ optimizations in FPGA components

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19
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General Description
Versal devices are the industry's first adaptive compute acceleration platforms (ACAP), combining 
adaptable processing and acceleration engines with programmable logic and configurable connectivity to 
enable customized, heterogeneous hardware solutions for a wide variety of applications in Data Center, 
Automotive, 5G Wireless, Wired, and Defense. ACAP devices feature transformational features like an 
integrated silicon host interconnect shell and Intelligent Engines (AI and DSP), Adaptable Engines, and 
Scalar Engines, providing superior performance/watt over conventional FPGAs and GPUs. 
AI Core Series: The high-compute series with medium density programmable logic and connectivity 
capability coupled with AI and DSP acceleration engines.
Prime Series: The mid-range series with medium density programmable logic, signal processing, and 
connectivity capability.

Series Comparisons

Versal Architecture and
Product Data Sheet: Overview

DS950 (v1.0) October 2, 2018 Advance Product Specification

Table  1: Device Resources

ACAP Resources and Capabilities AI Core Series Prime Series

NoC 9 9

Aggregate INT8 TOP/s 49–147 3–27

System Logic Cells (K) 540–1,968 352–2,154

Hierarchical Memory (Mb) 68–191 40–324

DSP Engines 928–1,968 472–3,984

AI Engines 128–400 –

Processing System 9 9

Serial Transceivers (NRZ, PAM4) 8–44 12–66

Max. Serial Bandwidth (full duplex) (Tb/s) 2.9 4.2

I/O 346–692 238–778

Memory Controllers 2–4 1–6

Versal Architecture and Product Data Sheet: Overview

DS950 (v1.0) October 2, 2018 www.xilinx.com
Advance Product Specification 7

Device Layout (Architecture and Interconnect)
Versal devices are built from a library of building blocks dedicated to processing, compute, acceleration, 
and connectivity. Figure 1 shows the layout of an ACAP with the NOC connecting to the host processor via 
CPM and the various heterogeneous processing elements: programmable logic (PL), vector-based 
accelerators (AI Engines), and scalar processing accelerators.

Serial transceivers are located on the east and west edges of the device with XPIO and memory controllers 
on south and north of the device. In the Versal AI Core Series, there is an acceleration array on the north 
edge of the device in place of the XPIO and memory controllers. Connectivity IP is located in columns 
close to the serial transceivers. Resources are connected together through a matrix of programmable 
interconnect routes for local and regional signal connectivity as well as the NoC for high bandwidth and 
long distance communication around the device.

X-Ref Target - Figure 1

Figure 1: ACAP Device Layout

DS950_01_061218
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© Copyright 2018 Xilinx

Platform Management Controller
Bringing the Platform to Life & Keeping it Safe & Secure

>> 8

Boot & Configuration
˃ Boots the platform in milliseconds (any engine first)
˃ 8X faster dynamic reconfiguration
˃ Advanced power & thermal management

Security, Safety & Reliability Enclave
˃ HW Root of Trust
˃ Cryptographic acceleration & confidentiality
˃ Enhanced diagnostics, system monitoring & anti-tamper
˃ Error mitigation, detection & management for safety

Integrated Platform Interfaces & High Speed Debug 
˃ Integrated flash, system & debug interfaces
˃ High-speed non-invasive, chip-wide debug BOOT & CONFIG

Boot

10s of 
Milliseconds

DONE

y DEBUG y SAFETY  y SECURITY

Adaptive compute 
acceleration platform 
(ACAP)
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Versal – Scalar Units
Dual-Core ARM Cortex-A72 
application processors

Arm-v8A architecture
Up to 1.7 GHz
2x single-threaded performance 
(DMIPS Versal vs. Zynq US+)

Dual-Core ARM Cortex-R5 
realt-time processors

Arm-v7R architecture
Up to 750 MHz
Low latency and deterministic
Supports lock-step
Internal memory

Peripherals
Ethernet, SPI, I2C, CAN, UART, GPIO, USB, timer-counter, watchdog

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

© Copyright 2018 Xilinx

The Arm Subsystem

>> 10

Application Processing Unit

ARM® 
Cortex™-A72

NEON™

Floating Point Unit

48 KB I-Cache
w/Parity

32 KB
D-Cache w/ECC

Memory
Management Unit

Embedded
Trace Macrocell

GIC-520 SCU 1MB L2 w/ECCCCI/SMMU

1 2

Real Time Processing Unit

ARM® 
Cortex™-R5

(Split & Lockstep)

Vector Floating Point Unit

Memory Protection Unit

32 KB I-Cache w/ECC 32 KB D-Cache w/ECC

GIC 256KB TCM w/ECC

1 2

256KB OCM w/ECC

Dual-Core ARM Cortex-A72 Application Processors
˃ Up to 1.7GHz for 2X single-threaded performance1

˃ Cost and power optimized (half the power)
˃ Code compatibility (ARMv8-A architecture)
˃ Enables SW developers to start from a familiar place 

1: DMIPS vs. Zynq UltraScale+ MPSoCs

Dual-Core ARM Cortex-R5 Real Processors
˃ Up to 750MHz for 1.4X greater performance1

˃ Low latency and deterministic
˃ Flexible operation modes: Split-Mode and Lock-Step
˃ Highest levels of functional safety (ASIL and SIL)



IPE - EPS19

Versal – Adaptable Engines

For traditionalists: This is the FPGA part

Some known facts
6 Input LUTs

Each CLB has 32 LUTs and 64 FF
(4x density compared to US+)
16 LUTs in a slice can be 

a 64 bit RAM

32-bit shift registers (SRL32) or two SRL16

Internal connection of LUTs possible
4x clock, 4x set/reset, 16 clock enable

3 step voltage-scaling supported

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

© Copyright 2018 Xilinx

Greater Compute Density for Any Workload

Re-Architected Hardware Fabric
˃ 4X density per logic block for more compute

˃ Less external routing→ greater performance

˃ Code and IP compatible with 16nm devices

Tune for Power & Performance
˃ Three operating voltages to choose from

˃ Balance power/performance for target app

˃ Equivalent to 3 speed grades in one device

Adaptable to any Workload
˃ Bit-level precision (1 → 1,000) for any algorithm

˃ Improves ML efficiency (compression, pruning)

˃ Forward-compatible to lower precision 
neural networks, e.g., BNN

VLOW VHIGH

VMID

20% 
More

Performance

30%
Lower 
Power

GENOMIC 
SEQUENCING

VIDEO
TRANSCODING

ML Inference and Optimizations 
(e.g., pruning)

For Any Workload

SPEECH
RECOGNITION

>> 12
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Versal - DSP blocks

New key features

More than 1 GHz of performance

Integrated FP32, FP16 floating point

Integrated complex 18x18 operations

SIMD support for add/sub/acc
(dual 24 bit, quad 12 bit) 

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19

© Copyright 2018 Xilinx

DSP Engines
Versatility and Granular Control of Data Path

>> 14

Enhanced Compute architecture
˃ Greater than 1GHz of performance

Int8 Dot  Product Complex 
18x18

32-b i t  S ing le 
Prec is ion 

F loat ing Point

Performance Improvement
UltraScale+ 16nm Versal 7nm

Versatility for Wireless, ML, HPC, and more
˃ Integrated FP32, FP16 floating point, INT24 (HPC)
˃ Integrated complex 18x18 operation (wireless, cable access)
˃ Double the performance in INT8 operation (AI inference)

Code Portability for UltraScale+ 16nm designs
˃ Support for legacy IP and LogiCore libraries
˃ Compatibility with SysGen, Model Composer, HLS tools

2.2X 3.3X 3.6X
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Versal - AI tile architecture

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19
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AI Engine:  Array Architecture
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Modular and scalable architecture
• More tiles = more compute
• Up to 400 per device

• Versal AI Core VC1902 device

Distributed memory hierarchy
Maximize memory bandwidth

Array of AI Engines
• Increase in compute, memory and 

communication bandwidth

Deterministic Performance & Low Latency

PL

PS I/O
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1.3 GHz VLIW / SIMD vector processors

Parallelity
VLIW: 7+ operations / clock cycle
SIMD: 512 bit vector datapath
(8 / 16 / 32 bit & SPFP operands)
Up to 128 INT8 MACs / clock cycle / core 

Memory
16 KB Internal program memory 
32 KB data memory (parallel)
Integrated DMA logic 
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Conclusion

FPGAs become more and more heterogeneous devices
Zynq US+: FPGA & CPU & Peripherals
RFSoC: Zynq US+  & ADC & DAC
ACAP: FPGA & CPU & Per. & VLIW/SIMD 

Enables high functional integration 
(including control, calibration, and test software)

Giant leaps in tooling required to leverage potential

KIT IPE strongly believes in benefits of heterogeneous 
architectures à baseline for various projects

Oliver Sander (5th Annual MT Meeting, Jena)06.03.19
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Thank you
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