
08/10/18 Belle II PXD Workshop 1/15

Automatisation and Elog 

Harrison Schreeck

2nd Institute Of Physics, Georg-August-Universität Göttingen



08/10/18 Belle II PXD Workshop 2/15

Automatisation and Elog

DHH Sequence

 Reminder:
 DHH Sequence is used to power up and steer the 

modules in a controlled and easy way (state 
machine)

 OFF: DHE configured, ASICS and Matrix off
 STANDBY: ASICS powered and configured, Matrix off
 PEAK: Matrix powered

 The sequence was used in the labs for a long time 
now (during complete mass testing)

 For documentation look here: 
https://confluence.desy.de/display/BI/dhh-sequence
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DHH Sequence during phase 2

 At the beginning of phase 2 it was not possible to 
power all 4 modules simultaneously (PXD was 
not part of the HV control)

 Manual intervention from shifter needed → 
no on-call shifts possible

 PXD was slowest subsystem regarding 
STANDBY ↔ PEAK transition

 Issue was solved after a few weeks by Michael 
with new PS firmware
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DHH Sequence during phase 2

 During phase 2 we extended the functionality 
(Special thanks to Simon Reiter!)

 Initially ACMC was not included in the sequence
 From beginning of June on ACMC and 

offests were used for normal operation, 
which required a change in the sequence

 From v0.2.7.2 on, ACMC is included in the 
sequence, it is activated after the analog 
part of the DCD is switched on
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DHH Sequence during phase 2

 During STANDBY state the pedestals were not well 
defined which caused issues with Null Runs/DAQ Tests 
(occupancy too high → trigger mismatch → crashed 
DAQ)

 To fix this we implemented Standby Pedestal 
which mask all Pixel → 0% occupancy

 These pedestal are stored in the second 
previously unused pedestal memory

 The active pedestal memory is switched during 
the STANDBY ↔ PEAK transition
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DHH Sequence during phase 2

 Issues/problems:
 Sometimes (randomly) one DHP was not 

configured, no explanation found until the end of 
phase2. The epics PVs were set correctly but the 
configuration was not written into the DHP register

 The upload of the pedestals and offsets failed 
sometimes. We tried to use the “memory access 
failed” PV, but this was not 100% reliable

 Sometimes one DCD did not switch off, which 
caused to sequence to stop 



08/10/18 Belle II PXD Workshop 7/15

Automatisation and Elog

ELOG and BonnDAQ

 During the operation of phase 2 we used two different 
ELOGs, one for calibration measurements (pedestal, 
offsets, …) and one for the global Belle 2 runs

 https://elog.belle2.org/elog/Beast-II-Calibration/

 https://elog.belle2.org/elog/Beast-II-PXD-Runs/

 These ELOGs were filled automatically but manual 
input from the operator/shifter was still possible

https://elog.belle2.org/elog/Beast-II-PXD-Runs/
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Calibration IOC

 Since pedestals have to be recorded regularly we used 
the Calibration IOC

 Easy control over multiple modules via CSS

 Prevents faulty operation of the system by the 
shifter

 Performs measurement, analysis and upload of 
the pedestals (including elog entries)
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BEAST II PXD Runs ELOG
 An ‘elog_server‘ script was running and handled the 

opening/closing of the DAQs and the creation of the elog 
entries

 At startup the shifter had to enter his DESY 
credentials

 accelerator/detector information gathered via PVs and 
the local Archiver → stored in the elog entry as xml file

 Start of run and end of run triggered by the global Belle 2 
run status PV

 At the end of each run 100 pedestals frames were recorded
 Later during phase 2 the regular DAQ elog was also filled 

automatically by this ‚elog_server‘
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BEAST II PXD Runs ELOG
 All Belle 2 runs recorded automatically

 BonnDAQ data saved to disk

 At end of run an elog entry was created with some 
additional information about the run (run type, 
trigger, type, length of run, number of events, ...)
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BEAST II PXD Runs ELOG



08/10/18 Belle II PXD Workshop 14/15

Automatisation and Elog

BEAST II PXD Runs ELOG
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BEAST II PXD Runs ELOG
 Issues/Problems:

 If something goes wrong during the transmission 
of the elog entry (e.g. Elog at DESY down), all 
information about the run is lost

 Maybe dump the entry to disk and submit 
later

 It is not possible to change the stored DESY 
credentials while the server is running, a restart is 
required

 Was good enough for phase 2, but we would 
need another solution for phase 3
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Summary
 DHH Sequence worked stable apart from some minor 

issues

 The Calibration IOC made it rather easy to record and 
upload pedestals

 The elog_server made it easy to record all runs without 
shifter intervention


	Folie 1
	Title
	Folie 3
	Folie 4
	Folie 5
	Folie 6
	Folie 7
	Folie 8
	Folie 9
	Folie 11
	Folie 12
	Folie 13
	Folie 14
	Folie 15
	Folie 16

