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Overview

Detectors @ European XFEL

Detector Calibration
I Tools we use
B Online Calibration

I GPU-based Corrections

With contributions from AGIPD, DSSC
and LPD consortia, first users and
instruments, DET, CAS, ITDM, CFEL
computing....
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Figure 8: Liquid scattering pattern of tetrahydrofuran solu-

i tion of a Cu complex collected with the LPD detector [23,24]
8 at scientific instrument FXE [25](corrected for dark offset).
B Inset: Average of the azimuthally integrated set of 150 image.
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Detectors: from First Ideas to User Operation — 2006 til 2017

m The European XFEL pulse structure poses strict ~ [Eiepean XFEL FrojectT “’E
constraints on detectors (e.g. intensity and time Fomr Ty At

structure)
= No commercial imaging detectors available ol
i Call for expression of interest launched in 2006 European Project Team for the
3 project proposals were selected with the goal to X-ray Free-Electron Laser
finally have at least one fast 2D imaging detector for:
e- Bunch and X-ray Pulse Structure AXpTeSslons of Intarest
e- Bunch Train e
2700 Pulses 600 ps Develop and Deliver
e Large Area Pixellated X-ray
. Detectors.
R ——
Deadline: 30 September 2006
.............................................. e IR T o i o
X-ray Photons
[
<100 fs Selec.ted prc?posals | |
——— Adaptive Gain Integrating Pixel Detector
e Large Pixel Detector
FEL DEPFET Sensor with Signal

O peess s Process

I BN 0 European XFEL Compression
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Detectors: from First Ideas to User Operation — 2006 til 2017

The European XFEL pulse structure poses strict ;i“!,?,"?;““,."ff" ZL‘Z!?°§J°°’“ XFEL
constraints on detectors (e.g. intensity and time oy A X Ray Free Electron Laser

structure)
No commercial imaging detectors available FAsLy
Call for expression of interest launched in 2006 European Project Team for the
3 project proposals were selected with the goal to PSRy EISS SIS CION - AseT
finally have at least one fast 2D imaging detector for:
d X-ray L —————— Expressions of Interest
to:
A . Develop and Deliver
‘e 'let Of o5 « mr Unit of Large Area Pixellated X-ray
processmb 99.3 ms processing Detectors.
e ——
‘ ! o £ me Deadline: 30 September 2006
http://xfel.desy.de/xfelhomepage

Selected proposals
Adaptive Gain Integrating Pixel Detector
o= Large Pixel Detector

FEL DEPFET Sensor with Signal
Process

IS B 0 European XFEL Compression
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Hard X-Rays

Soft X-Rays
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XFEL Scientific Instruments

SPB

MID

FXE

HED

(0)]
O
)]

Single Particles, Clusters and Biomolecules
and Serial Femtosecond Crystallography

Will determine the structure of single particles,
such as atomic clusters, viruses and biomolecules

Materials Imaging & Dynamics

Will be able to image and analyse nano-sized
devices and materials used in engineering

Femtosecond X-Ray Experiments

Will investigate chemical reactions at the atomic
scale in short time scales molecular movies

High Energy Density Matter

Will look into some of the most extreme states of
matter in the universe, such as the conditions at
the center of planets

Small Quantum Systems el —o |
. . . . & 1E52) “ —E
Will examine the quantum mechanical properties of ¢ .| == A |
atoms and molecules. S esof N\ | err—it's
: o

Soft X-Ray Coherent Scattering/Spectroscopy ¢ ol

Will determine the structure and properties of large,
complex molecules and nano-sized structures.
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Detectors for the Scientific Instruments

AGIPD Gotthard V1/2 Jungfrau&:%
Single Particles, Clusters W ~ ——
and Biomolecules (SPB)

Materials Imaging &
Dynamics (MID)

Ju?gfrau{}:?

Femtosecond X-ray
Experiments (FXE)

Jungfrau Gotthard V1/
High Energy Density T
Matter (HED) ; 3 . .

Small Quantum
Systems (SQS)

Em
o 3
< 3
)

Spectroscopy and
Coherent Scattering (SCS)

I B Y European XFEL
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Detectors for the European XFEL

Pixel
Size
500 um _
ePix 10000
N
200 ym
75 um
50 uym ePix 100
30 um \@ -
SASE 3 (0.25 - 3 keV)

2  SASE 1/2 (2.3 - 25 keV)

<€

Energy [keV]

] | European XFEL
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MHz Rate, High Dynamic Range Detectors - Challenges for
Calibration

Detector Modularity Gain Switching Gain Curve

I B Y European XFEL
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MHz Rate, High Dynamic Range Detectors - Challenges for
Calibration

Detector Gain Curve

I Three gains per pixels
mn Offsets depend on signal
% Analogue gain evaluation

I Six gains per pixels
mn Offset errors multiply
I Air scattering in FF

% Non-linear gain
% One ADU per photon

I B Y European XFEL
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MHz Rate, High Dynamic Range Detectors - Challenges for
Calibration

Detector

¥ Three gains per pixels
mn Offsets depend on signal
@ Analogue gain evaluation

Calibration is
_ _ _ non-trivial!
I Six gains per pixels
mn Offset errors multiply Facility-side
= Air scattering in FF calibration
recommended

% Non-linear gain
% One ADU per photon

I B Y European XFEL
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MHz Rate, High Dynamic Range Detectors - Challenges for
Calibration

Detector Gain Curve

Calibration is

LPD I non-trivial!
mn Offset errors multiply Facility-side
I Air scattering in FF calibration
S recommended
DSSC

% Non-linear gain
% One ADU per photon

I B Y European XFEL
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Tools we use Karabo GUls ,

ot P o $PC i MASEAT ek MIPCAD

FUBNN
20
5

Karabo - the European XFEL Control and Analysis Framework ore e
B DAQ, online corrections, multi-module combination, and user exposure = B — =

are all implemented in this framework. See e.g. Kuster et al.: Detectors e

and Calibration Concept for the European XFEL,; Fangohr et al.: Data . —|" i
Analysis Support at European XFEL ~ ] R

Bm Detector Control is implemented in Karabo, working on top of consortia- | B ———s_ || E—
provided libraries : BN B =—= |
Bm Karabo now follows a 2-4 week release schedule, with bug fixes made ) 1| —
quickly available _ q S
» Many improvements in responsiveness during last 6 months as 2 il = LR
mandated with ever growing installations . it 1 tiet
» DAQ and calibration and detector control follow relevant updates in a I . o i s
these release cycles, leading to stability and performance - S =]~
improvements

» Beam-time like conditions are a must for proper evaluation

IPython and project Jupyter

B For offline analysis and characterization
B® For transparency of what we do

ns.items() if cap in k]
}.h5" . format (out_folder, "_
)

ZMQ
= For exposing data to users via a well-established path

In [13]: def shoy
res

IS BN 0 European XFEL Jupyter notebook =

copy (badpix_g[cap][am])
1[res[qm]['BadPixels’] == 0] = np
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Online Calibration

*H. Fangohr et al.,

Has seen extensive use at both
instruments for rapid feedback

Feeds user-provided online tools via a

Karabo-Bridge*

GPU algorithms available if data rates

require

(ICALEPCS*17), Barcelona, Spain, Oct. 2017

Experiment

Detectors

Sensors

Live scenes
On the fly control feedback _ _
Data | Pipeline ||
Management processing

|_* |

Metadata
(XFEL)

Data files
(XFEL)

Raw data

files (HDF5)
(XFEL)

Karabo bridge

Data
stream

input
adapter

Data
stream
output

adapter

Control network

Steffen Hauf

Corrected online preview for AGIPD

13

Corrected Data Preview
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“Data Analysis Support in Karabo at European XFEL”,

Processing rate 624

< 4—
Data
analysis
tool A
—> Data  —
analysis
tool B
\ 4
Data files

Gain evaluation

Offset correction
Relative gain correction
Bad pixels

KRB devices for MPIX

X

X

X
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X

X
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Corrected online preview for LPD

Online Calibration

X

Corrected Data Preview

Has seen extensive use atboth == e
instruments for rapid feedback T

Feeds user-provided online tools via a
Karabo-Bridge

GPU algorithms available if data rates  [«~- . = _
require edewtcmtemmition [ 0]

Quad pos (x0y0x1.y1,..)

Online processing is module parallel,

chunks size always one train s

B “Splitter” devices as entry points to | e
pipelines from - pass every nth train,

safe guard DAQ by dropping on

slowness

B “Combiner” device as exit points: . Needs to combine 16
» Combine modules into stack: [pulse, module, x y] data streams @1.6 Gbs tot.
» Combine modules into image: [pulse, X, y’] . Can optionally mask BP

« Configurable number of

IS BN 0 European XFEL modules to “wait” for
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Corrected online preview for AGIPD

Online Calibration

Has seen extensive use at both
instruments for rapid feedback

Feeds user-provided online tools via a
Karabo-Bridge

GPU algorithms available if data rates
require

Online processing is module parallel,

chunks size always one train

B “Splitter” devices as entry points to
pipelines from - pass every nth train,
safe guard DAQ by dropping on

slowness
B “Combiner” device as exit points: . Needs to combine 16
» Combine modules into stack: [pulse, module, x y] data streams @2 Gb/s tot.

» Combine modules into image: [pulse, X', y’]

Can optionally mask BP
Configurable number of
modules to “wait” for

] | European XFEL
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Online Calibration

I Feeds user-provided online tools via a

Karabo-Bridge device (T. Michelat) 3000 | Arven-commecred tmeomisnt s
B Usually combiner in appender mode 'g‘
B Connects to CAS-provided ZMQ bridge < 2000
B 3-5 Hz rate at 128 cells, 256 cells at 1Hz §
B 2s latency with 256 memory cells © 1000 Unory
e Applications so far: Ot : : : :
= ONDA 1017:20 1017:25 1017:30 1017:35 1017:40
m CASS
¥ Hummingbird |
Live scenes Karabo”bridge - Latency inCIUdeS:
...... On the fly control feedback _ _ __ _, pata  |g B Data acquisition
o 5 —— Soout mm Data formatting on DAQ
' adapter Data . . .
: ‘ f analysis B Data forwarding to pipelines
— bata | }:’ipeliqe I — B Data selection at pipeline entry
Management processing output analysis p0| ntS .
Sensors dater tool B .
Y _I » Every nth train
— . l » Cells containing FEL pules
——— —— —— é L B Combining of 16 streams from
ﬁll?:sw(l(jgtFaS) Metadata E Data files mOd u IeS
(XFEL) (XFEL) (XFEL) § -
I Data advertising on ZMQ
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Python-based Calibration and Data Analysis Suite — Using
GPUs via pyCUDA*

*Kléckner, Andreas, et al. "PyCUDA and PyOpenCL.: A scripting-based approach to
GPU run time code generation." Parallel Computing 38.3 (2012): 157-174.

Basic correction algorithms usually of form y =my + 6
b: pedestal/offset
m: gain factor

However, values are per-pixel, memory, cell and gain stage, so a single detector
module requires GB of calibration constants. No strict ordering of memory cells in a
chunk of data can be assumed.

Threshold pixel values to define separate output array:

1<7,2y=0
7, sx<T,2y=1
127,2y=2

Used for gain bit evaluation of AGIPD

I European XFEL
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Python-based Calibration and Data Analysis Suite — Using
GPUs via pyCUDA*

*Kléckner, Andreas, et al. "PyCUDA and PyOpenCL.: A scripting-based approach to
GPU run time code generation." Parallel Computing 38.3 (2012): 157-174.

Allows for instance to run-time optimize GPU-kernels, e.g. the sorting
networks used for common-mode computation

Commonmode approach based on a sorting network using Batcher's Odd-Even Merge Sort algorithm.
Can be tuned to parallelize on a warp with (32 threads).

f oddeven_merge(lo, hi, r):
step r* 2
if step hi - lo:

ri ir oddeven_merge(lo, hi, step):
i'%o;deven_merge(lo + r, hi, step):
For i“> [éi i+ r) for i in range(lo + r, hi - r, step)]:
d 1
; Vé;f; (lo, lo + r)

] | European XFEL
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Python-based Calibration and Data Analysis Suite — Using
GPUs via pyCUDA*

*Kléckner, Andreas, et al. "PyCUDA and PyOpenCL.: A scripting-based approach to
GPU run time code generation." Parallel Computing 38.3 (2012): 157-174.

Allows for instance to run-time optimize GPU-kernels, e.g. the sorting
networks used for common-mode computation

of generateNetwork(datalength, returnStats):
pairs_to_compare = list(oddeven_merge_sort(datalength))

code = code.replace('{{ stats_header }}', statsHeader)
code = code.replace('{{ stats _code }}', statsCode)

code = code.replace('{{ blockSize }}', str(cons.shape[1])).replace('{{ c_len }}', str(cons.shape[@]))

code, cons.astype(numpy.int32)

] | European XFEL
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Python-based Calibration and Data Analysis Suite — Using
GPUs via pyCUDA

Performance-optimization for correction and calibration routines = near real-time performance
seams possible

GPU-based for “near-realtime” corrections:

Offset, common-mode, split-event, statistics)
(scaled from Nvidia K2200 to K40, requires approx. 1 GPU per 10G line)

Detector  Data size (pixel X frames)  Processing time (ms)

AGIPD 128 X 512 X 352 76.6
{ DSSC 128 x 512 x 512¢ 106.1
LPD 256 X 256 X 512 103.6

“Limited to 512 frames by the train—builder hardware, the detector head
can store up to 800 frames.

I European XFEL
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Python-based Calibration and Data Analysis Suite — Using

GPUs via pyCUDA

Performance-optimization for correction and calibration routines = near real-time performance

seams possible

GPU-based for “near-realtime” corrections:

Offset, common-mode, split-event, statistics)
(scaled from Nvidia K2200 to K40, requires approx. 1 GPU per 10G line)

Calibration constants on GPU
amount to ~2-4GB in
size per module. Memory thus
can be limiting factor.

Detector  Data g#ze (pixel X frames Processing time (ms)
AGIPD 128 x 512 x 352 76.6
{ DSSC 128 x 512 x 5124 106.1
LPD 256 X 256 x 512 103.6

“Limited to 512 frames by the train—builder hardware, the detector head

can store up to 800 frames.

] | European XFEL
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Where Karabo comes into play

Chose Karabo p2p for distributed computing
Allows for native integration of Karabo-data formats
Allows for easy integration into Karabo-GUI
Direct access to control-system where needed, e.qg.
detector operating conditions

IPIyl: IPLyl:
IPLyl: IPLyl:

i a SAnviDiA.
CUDA.

<ANVIDIA. .
IPLyl: IPIyl:

IPry1: IPILyI: IPIyl: IPIy:

IPIyl: TPyl

i e S
IPry1: IPILyl: IPyl: IPIyI:

IPIyI: IPIyI: Karabo p2p IPIy: TPy

I European XFEL
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Where Karabo comes into play

Keep all GPU-related
processing for one module
on the same host and avoid
copying data

Chose Karabo p2p for distributed computing

EWAllows for native integration of Karabo-data formats

EWAllows for easy integration into Karabo-GUI

BmDirect access to control-system where needed, e.g.
detector operating conditions

IPy1: IPILyI:
IPLyl: IPLyl:

CUDA

IPIy1: IPILyI:
IPLyl: IPLyl:

a <ANVIDIA.

CUDA.

IPyl: IPLyI:
IPLyl: IPLyl:

] | European XFEL
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Where Karabo comes into play

Chose Karabo p2p for distributed computing Keep all GPU-related
processing for one module

EWAllows for native integration of Karabo-data formats _
on the same host and avoid

EWAllows for easy integration into Karabo-GUI copying data
BmDirect access to control-system where needed, e.g.

detector operating conditions

IPy1: IPILyI:
IPLyl: IPLyl:

Use IPC handles to pass GPU data locations over python
process boundaries.

m Works well, but: o
» Documentation could be e IPLyl: IPIY:
better concerning how IPW: IPIyI: IPLyl: IPLy:
to deallocate properly. IPLy1: IPLy:

] | European XFEL
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Summary

GPUs are in production use at European XFEL for online calibration of data from our MHz
imaging rate detectors
Up to 256 Mpixel images/s achieved (250 MB/s on each GPU, 20% peak utilization)
Bottleneck not on GPU but in data combining, as a single host at some point has to handle
2GB/s or more in the future
Reasonable performance for now, but continuous optimization
Currently simple configurable pipeline of linear equations and thresholding, but more evolved
corrections can be deployed as needed (common mode, split event correction).
PyCuda makes CUDA GPU integration easy within our Python framework (Karabo)

Next steps:
More throughput (always on the wish list)
Add characterization routines: offset, noise, thresholds - implemented on GPU and tested

offline, but interfaces in online environment need to be integrated
Smaller pixel detectors are now coming online (mostly 10Hz), which can profit from GPU-base

split-event corrections

Wish list
Better documentation and examples on CUDA IPC
Tutorials on RDMA with CUDA via Infiniband

I European XFEL



