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disclaimer

All studies are based on Monte Carlo Simulation
Many aspects of JUNO rec. are under-development
Performance results are preliminary 
We will focus on the reconstruction methods
We are here to share and LEARN!
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outline

Intro to JUNO 
Waveform Reconstruction
Vertex Reconstruction
Energy Reconstruction
Summary
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juno
Jiangmen Underground Neutrino 
Observatory(JUNO):  

Determine the neutrino mass hierarchy
Measure neutrino oscillation 
parameters precisely etc
SuperNova, Solar, Atm. Geo. etc
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M. Grassi Neptune 2018

JUNO Challenge (Quantitative) 
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KamLAND 1000 t
D. Chooz 8+22 t
RENO 16 t
Daya Bay 20 t
Borexino 300 t
JUNO 20000 t

6%/√E

8%/√E

5%/√E

DETECTOR
TARGET MASS

ENERGY
RESOLUTION

3%/√E

MUST BE LARGER

MUST BE MORE PRECISE

Need to collect large statistics  
being 50km away from source

Unprecedented light level
1200 pe/MeV

Both features 
• are highly expensive (civil engineering + photocathode density)
• result in extreme detector dynamic range



Wuming Luo

detector
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Liquid Scintillator
20kton

Central Detector*

~18,000 20” PMTs
+ ~25,000 3” PMTs
+ ~75% coverage

𝜙: 43.5m

D
ep

th
: 4

4m

Central Detector*
Acrylic sphere

Stainless steel truss

Top Tracker

Water Pool
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pmt waveform rec

m(t) = s(t) + n(t) = r(t)*u(t) + n(t)
Goal: for any WaveForm, reconstruct {tj, Qj} or 
ideally {nPEj} 
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24

Standard process in the frequency domain

u(t)

r(t)

n(t)
m(t)
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wf rec algorithms

Single Charge Integral

Waveform Fitting

Deconvolution
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4.1.2. CR-(RC)

n
shaping

The CR-(RC)n shaping method for charge reconstruc-
tion was also investigated. It improved the Signal-to-
Noise ratio, but increased the pulse width, induced by
pulse pile-up and a↵ected the charge measurement. If
the signals’ arrival time was concentrated to less than 20
ns, the shaping could give a linear charge measurement.
In the LS detector, which had medium and slow scintil-
lation components, the shaping seemed not proper.

Figure 8: Left: the black solid line is the simulated waveform of
two simultaneous hits and the red dashed line is that of the same two
hits separated by 30 ns, both without electronics noise. Right: the
two waveforms after CR-(RC)4 shaping. The separated hits have a
under-estimated charge, which is 6753 and about 5% lower than that
of simultaneous hits.
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Figure 9: Residual non-linearity of CR-(RC)4 shaping, about 10%,
due to the complex interplay between the shaping constant, overshoot
and LS scintillation timing.

Since the current Daya Bay electronics was designed
with the CR-(RC)4 shaping circuit, with the ⌧ of each
CR or RC of 25 ns, we chose n=4 as an example . PMT
charge was reconstructed with a peak finding algorithm
after the CR-(RC)4 circuit, and the integral value was
approximated as peak height. As shown in Fig. 8, if two
hits were separated by 30 ns, the reconstructed charge
was under-estimated by 5% compared to the case of the
same two simultaneous hits. With the time separation
increasing, the under-estimation was also increasing.

With electronics simulation the residual non-linearity
was studied and is shown in Fig. 9, which was also about
10%.

4.1.3. Waveform fitting

To reconstruct the late hits better, a waveform fitting
algorithm was developed, which utilized the calibrated
single p.e. waveform as a template. A fitting example
is shown in Fig. 10. Although the residual non-linearity
was improved to about 2%, the algorithm had two short-
ages to overcome.
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Figure 10: An example of waveform fitting. Late hits could be well
reconstructed, but the fitting speed was a significant problem with 0.5
s per waveform.

The first one was speed. The fitting of one waveform
required about 0.5 second, which was a huge workload
during the data reconstruction.

The second one was fitting quality. The fitting had
a increasing failure rate with increasing number of hits,
introducing a residual non-linearity which was di�cult
to calibrate.

The waveform fitting method could be used in the
crosscheck analysis of small event samples, for exam-
ple, Inverse Beta Decays, etc., in which special care
could be taken to examine the fitting quality.

4.2. A method with the deconvolution technique

Deconvolution is a well-developed and widely used
technique in Digital Signal Processing (DSP) [12]. It
is also utilized in various physics experiments, for ex-
ample, to extract correct information from pile-up [13],
pattern recognition [14], and energy spectrum study
[15]. Furthermore, we found that deconvolution was a
powerful tool to reconstruct the PMT charge with good
linearity, especially in the case when signals were bi-
polar and overlapping.

In the time domain the deconvolution was not easy
to process, but in the frequency domain it was rather
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Table 1: Parameters for the single p.e. spectrum, which are the av-
eraged values of all 192 PMTs, to be used in the simulation. The
amplitude was relative to the main peak if no unit included.

Parameters Values
Main peak amplitude (U0

peak
) 42 mV

Peak width (⌧) 8.4± 0.3 ns (Gaussian)
Peak shape (�) 0.28 ± 0.02 (Gaussian)

Fast overshoot amp. (UFast

os
) 0.11±0.02 (Gaussian)

Slow overshoot amp. (US low

os
) 0.03±0.005 (Gaussian)

Fast overshoot ⌧ f ast 45 ns
Slow overshoot ⌧slow 290 ns

1st reflection peak amp. 0.24±0.02 (Gaussian)
2nd reflection peak amp. 0.18±0.02 (Gaussian)
3rd reflection peak amp. 0.14±0.015 (Gaussian)

overshoot, and the electronics response. The goal of
the newly installed FADC system was to directly mea-
sure the current electronics non-linearity, thus the ba-
sis of the measurement was to precisely reconstruct
PMT charge from the raw waveform. Besides, the
system would help us to gain experience of the wave-
form reconstruction in future LS experiments, such as
JUNO[10].

In this section, we show several frequently used
charge reconstruction methods which were examined
using MC. The performance was not satisfactory as
about a 10% residual non-linearity was found, which
was defined as the ratio of reconstructed charge over the
MC true. Then a method based on the deconvolution
technique was developed, which was fast, robust, and
with a 1% residual non-linearity.

4.1. Review of some charge reconstruction algorithms

There are several commonly used waveform recon-
struction algorithms, such as simple integral, CR-(RC)n

shaping and waveform fitting. A detailed investigation
was made using these algorithms, and they were found
to be unable to deal with the complicated waveform.

4.1.1. Simple charge integral

Figure 6 shows an example of the simple charge in-
tegral algorithm, which was realized in the following
three steps:

1) Determine the hit time crossing the threshold
which was about 0.25 p.e.

2) For each hit, integrate the forward and backward
region until the waveform returns to the baseline.

3) Divide the integral result by the one of single p.e.
to extract the p.e. number.

Obviously, due to the late hits overlaying on the over-
shoot, the simple integral method under-estimated their

Figure 6: Example integral region of the simple integral method. The
charge of late hits overlying on the overshoot was under-estimated.

charge. The electronics simulation described in Sec. 3
was utilized to examine the residual non-linearity. The
results are shown in Fig. 7, in which the X-axis is the
MC true charge, and the Y-axis is the ratio of the re-
constructed charge over the MC one. With the MC true
p.e. increasing, the number of late hits was also increas-
ing, inducing more charge under-estimation causing the
decreasing trend of the non-linearity curve.
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Figure 7: Residual non-linearity with the simple integral method
in MC, which was about 10% due to the interplay of overshoot and
pile-up hits. The color means event number in the certain bin. The
X-axis is MC true charge, and the Y-axis is the ratio between the re-
constructed and the MC one. The black points show the averaged
ratio.

As the simplest charge integral method, this algo-
rithm could be used if the PMT had no overshoot. In
the overshoot case, the algorithm was improved in such
a way that the baseline of a late hit was re-estimated
with the preceding sampling points. However, the im-
proved algorithm still had 3% residual non-linearity.
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step1: noise filter

Fourier Transform: Time → Frequency domain
White noise, signal mostly concentrates in low 
Frequency region, filter high Freq. noise
Residual noise?
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• Main peak
• Overshoot
• Reflections
• Electronics noises

• Almost white (Gaussian)
• Typical amplitude 1 mV
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Waveforms in frequency domain at DYB

simple. The raw waveform was converted to the fre-
quency domain with Discrete Fourier Transform (DFT),
then multiplied with a noise filter, divided by the fre-
quency response of a calibrated single p.e. waveform,
and finally converted to the time domain with Inverse
DFT. The DFT and Inverse DFT were done with the Fast
Fourier Transform package in the data analysis frame-
work ROOT [11].

There were a lot of noise filters in the DSP, such as
Optimized Wiener Filter, Windowed-Sinc Filter, Gaus-
sian Filter etc [12]. They were investigated, and a
custom-defined low-band pass filter was adopted, as
shown in Fig. 11.

Frequency [MHz]
0 50 100 150 200 250 300 350 400 450 500

Fi
lte

r

0

0.2

0.4

0.6

0.8

1

2)40
x-100*(2

1-
e

Figure 11: The custom-defined low-band pass filter. In case of less
than 100 MHz, the filter response equals to 1, while larger than 300
MHz is 0. Between 100 MHz to 300MHz, the filter is described with
the Gaussian formula as shown in the plot.

An example of a raw waveform and its deconvolution
is shown in Fig. 12. During the deconvolution, the peak
in spe waveform is forced at 50ns, this is the reason why
the deconvoluted peak occurs earlier (50 ns) than the
raw waveform. In Fig. 12, the overshoot was naturally
handled, overlapping hits were better separated, and the
peak’s integral was the p.e. number. However, some
local ringing appeared around the peak due to the noise
filter’s high frequency cut, known as the Gibbs e↵ects
[16]. How to extract the PMT charge needs detailed
investigation.

It should be noted that the negative ringing could be
avoided with an iterative deconvolution method devel-
oped by R. Gold [17]. However, the iteration consumed
so much computing time (in general it costs 100 times
more computing time) that the Gold deconvolution was
not adopted.

4.2.1. Charge reconstruction

If the PMT hits arrived at the same time, the local
ringing had no influence on the charge reconstruction.
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Figure 12: An example of a raw waveform (top) and its deconvolu-
tion result (bottom). It can be found that the overshoot has been well
removed, but local ringing is introduced by the filter, known as Gibbs
e↵ects. To reconstruct the charge linearly, the red region is used to do
charge integral, which covers the peak and it’s preceding and subse-
quent ringing for 9 ns.

However, due to the LS timing profile, the ringing of
di↵erent hits were overlapped, and a proper integral re-
gion should be selected. The red region in Fig. 12 shows
an integral example, that each hit integrates the peak and
its preceding and subsequent ringing for x ns. If two hits
were separated by less than 2*x ns, the whole region be-
tween them was integrated.

The value of x was determined with the electronics
simulation. Fig. 13 shows the residual non-linearity
with di↵erent x, and x = 6, 8, 9 have similar perfor-
mance. But if we look at their deconvolution results
carefully, when x = 9, the ringing is well recovered and
has minimum e↵ects to charge estimation. In the case
x equals to 9, the residual non-linearity was smallest
and about 1%, which fulfilled the requirement. Also,
charge reconstruction based on the deconvolution tech-
nique consumes about 0.5 ms per channel, which is
much faster than waveform fitting. The integral region
is a↵ected by the ringing, which is introduced by the
high frequency cuto↵ of the noise filter. Using a di↵er-
ent filter, one should study the integral region instead of
using 9 ns directly.

The increasing and decreasing non-linearity trends
with di↵erent x could be understood. For example, the x
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step2: deconvolution
Deconvolute the waveform by the sPE spectrum in 
Freq. domain
Convert back to Time domain
No more overshoot, better separation
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simple. The raw waveform was converted to the fre-
quency domain with Discrete Fourier Transform (DFT),
then multiplied with a noise filter, divided by the fre-
quency response of a calibrated single p.e. waveform,
and finally converted to the time domain with Inverse
DFT. The DFT and Inverse DFT were done with the Fast
Fourier Transform package in the data analysis frame-
work ROOT [11].

There were a lot of noise filters in the DSP, such as
Optimized Wiener Filter, Windowed-Sinc Filter, Gaus-
sian Filter etc [12]. They were investigated, and a
custom-defined low-band pass filter was adopted, as
shown in Fig. 11.
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Figure 11: The custom-defined low-band pass filter. In case of less
than 100 MHz, the filter response equals to 1, while larger than 300
MHz is 0. Between 100 MHz to 300MHz, the filter is described with
the Gaussian formula as shown in the plot.

An example of a raw waveform and its deconvolution
is shown in Fig. 12. During the deconvolution, the peak
in spe waveform is forced at 50ns, this is the reason why
the deconvoluted peak occurs earlier (50 ns) than the
raw waveform. In Fig. 12, the overshoot was naturally
handled, overlapping hits were better separated, and the
peak’s integral was the p.e. number. However, some
local ringing appeared around the peak due to the noise
filter’s high frequency cut, known as the Gibbs e↵ects
[16]. How to extract the PMT charge needs detailed
investigation.

It should be noted that the negative ringing could be
avoided with an iterative deconvolution method devel-
oped by R. Gold [17]. However, the iteration consumed
so much computing time (in general it costs 100 times
more computing time) that the Gold deconvolution was
not adopted.

4.2.1. Charge reconstruction

If the PMT hits arrived at the same time, the local
ringing had no influence on the charge reconstruction.
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Figure 12: An example of a raw waveform (top) and its deconvolu-
tion result (bottom). It can be found that the overshoot has been well
removed, but local ringing is introduced by the filter, known as Gibbs
e↵ects. To reconstruct the charge linearly, the red region is used to do
charge integral, which covers the peak and it’s preceding and subse-
quent ringing for 9 ns.

However, due to the LS timing profile, the ringing of
di↵erent hits were overlapped, and a proper integral re-
gion should be selected. The red region in Fig. 12 shows
an integral example, that each hit integrates the peak and
its preceding and subsequent ringing for x ns. If two hits
were separated by less than 2*x ns, the whole region be-
tween them was integrated.

The value of x was determined with the electronics
simulation. Fig. 13 shows the residual non-linearity
with di↵erent x, and x = 6, 8, 9 have similar perfor-
mance. But if we look at their deconvolution results
carefully, when x = 9, the ringing is well recovered and
has minimum e↵ects to charge estimation. In the case
x equals to 9, the residual non-linearity was smallest
and about 1%, which fulfilled the requirement. Also,
charge reconstruction based on the deconvolution tech-
nique consumes about 0.5 ms per channel, which is
much faster than waveform fitting. The integral region
is a↵ected by the ringing, which is introduced by the
high frequency cuto↵ of the noise filter. Using a di↵er-
ent filter, one should study the integral region instead of
using 9 ns directly.

The increasing and decreasing non-linearity trends
with di↵erent x could be understood. For example, the x
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simple. The raw waveform was converted to the fre-
quency domain with Discrete Fourier Transform (DFT),
then multiplied with a noise filter, divided by the fre-
quency response of a calibrated single p.e. waveform,
and finally converted to the time domain with Inverse
DFT. The DFT and Inverse DFT were done with the Fast
Fourier Transform package in the data analysis frame-
work ROOT [11].

There were a lot of noise filters in the DSP, such as
Optimized Wiener Filter, Windowed-Sinc Filter, Gaus-
sian Filter etc [12]. They were investigated, and a
custom-defined low-band pass filter was adopted, as
shown in Fig. 11.
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Figure 11: The custom-defined low-band pass filter. In case of less
than 100 MHz, the filter response equals to 1, while larger than 300
MHz is 0. Between 100 MHz to 300MHz, the filter is described with
the Gaussian formula as shown in the plot.

An example of a raw waveform and its deconvolution
is shown in Fig. 12. During the deconvolution, the peak
in spe waveform is forced at 50ns, this is the reason why
the deconvoluted peak occurs earlier (50 ns) than the
raw waveform. In Fig. 12, the overshoot was naturally
handled, overlapping hits were better separated, and the
peak’s integral was the p.e. number. However, some
local ringing appeared around the peak due to the noise
filter’s high frequency cut, known as the Gibbs e↵ects
[16]. How to extract the PMT charge needs detailed
investigation.

It should be noted that the negative ringing could be
avoided with an iterative deconvolution method devel-
oped by R. Gold [17]. However, the iteration consumed
so much computing time (in general it costs 100 times
more computing time) that the Gold deconvolution was
not adopted.

4.2.1. Charge reconstruction

If the PMT hits arrived at the same time, the local
ringing had no influence on the charge reconstruction.
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Figure 12: An example of a raw waveform (top) and its deconvolu-
tion result (bottom). It can be found that the overshoot has been well
removed, but local ringing is introduced by the filter, known as Gibbs
e↵ects. To reconstruct the charge linearly, the red region is used to do
charge integral, which covers the peak and it’s preceding and subse-
quent ringing for 9 ns.

However, due to the LS timing profile, the ringing of
di↵erent hits were overlapped, and a proper integral re-
gion should be selected. The red region in Fig. 12 shows
an integral example, that each hit integrates the peak and
its preceding and subsequent ringing for x ns. If two hits
were separated by less than 2*x ns, the whole region be-
tween them was integrated.

The value of x was determined with the electronics
simulation. Fig. 13 shows the residual non-linearity
with di↵erent x, and x = 6, 8, 9 have similar perfor-
mance. But if we look at their deconvolution results
carefully, when x = 9, the ringing is well recovered and
has minimum e↵ects to charge estimation. In the case
x equals to 9, the residual non-linearity was smallest
and about 1%, which fulfilled the requirement. Also,
charge reconstruction based on the deconvolution tech-
nique consumes about 0.5 ms per channel, which is
much faster than waveform fitting. The integral region
is a↵ected by the ringing, which is introduced by the
high frequency cuto↵ of the noise filter. Using a di↵er-
ent filter, one should study the integral region instead of
using 9 ns directly.

The increasing and decreasing non-linearity trends
with di↵erent x could be understood. For example, the x
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raw waveform waveform  after deconvolution
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• Charge integral
• Sub-Step 4: Integrate the charge of 

each hit, including the peak region 
and preceding and subsequent 4 ns.

• If two hits are separated by less 
than 8ns, that is overlapping 
between integral regions

• The first hit would use the first half 
of the overlapping region

• The second hit would use the second 
half.

Peak 1 Peak 2

Overlapping 
region

Integral region 
of hit 1

Integral region 
of hit 2

step3: charge and time

Baseline →  Peak Finding → Integration 
t: baseline-crossing, rising edge fitting etc
Q: region integral

�10
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vertex: likelihood method

Build an optical model for photon propagation
Define Residual time: 

Algorithm:  -lnℒ = -∑ ln fres(ti,res) = -∑ ln fres(ti - ti,tof - t0)
ti : first hit time of ith  fired PMT
ttof : time of flight
t0 : event start time
fres : pdf of residual time

Charge Center as initial vertex
Minimize the NLL

�11

Refraction Model

Refraction Model

O : center of detector

p0 : vertex position

pi : i PMT position

R : radius of center detector

r0 : distance between vertex and O

ri : distance between i PMT and O

↵ : angle between ~r0 and ~ri
↵1 : angle between ~r0 and ~R
↵2 : angle between ~ri and ~R
n1 : refraction index of LS

n2 : refraction index of water

✓1 : incidence angle

✓2 : refraction angle

d1 : photon travel distance in LS

d2 : photon travel distance in water

Ziyuan LI (SYSU) Vertex Reconstruction Dec 07, 2018 18 / 53

Understanding the o�cial vertex reconstruction algorithm

Algorithm Principle

I Charge Center Method to get initial vertex : ~r0 =
P

i qi~riP
i qi

I For each iteration step with vertex position ~R0, calculate ti,res for each PMT

ti,res(
~R0, t0) = ti �

X

↵

D↵(
~R0, ~Ri )

c↵
� t0

where :

↵ : Di↵erent material;

Ri : Position of i PMT.

I Define Joint Likelihood Function

⇤( ~R0, t0) = �
X

i

log(f (ti,res))

I Minimize likelihood function to get the best vertex position

Ziyuan LI (SYSU) Vertex Reconstruction Dec 07, 2018 4 / 53

arXiv:1803.09394
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residual time pdf
Residual time depends on the characteristics of the 
PMT and the Liquid Scintillator

PMT term: dominated by Transit Time Spread
LS term: luminescence time, fast and slow components

�12

Vertex Reconstruction Algorithm 

18/9/20	 zli@cern.ch	 3	

• Put	4.4MeV	gamma	source	in	the	
center,	draw	the	tres	distribution	
from	MC	for	PMT	with	nPE=1.	

•  In	case	nPE	>	1,	use	the	following	
equation	to	calculate	the	PDF.	

• 𝑡𝑖,𝑟𝑒𝑠值pdf分布𝑓(𝑡𝑖,𝑟𝑒𝑠)

𝑓(𝑡𝑖,𝑟𝑒𝑠)=
1
2𝜋𝜎

exp − 𝑡−𝑡0 2

2𝜎2
⊗ [𝜔

𝜏1
𝑒

𝑡
𝜏1 + 1−𝜔

𝜏2
𝑒

𝑡
𝜏2]

¾ 通过找点得到𝑡𝑖,𝑟𝑒𝑠并得到对应的pdf值然后求取对数和。
¾ 循环找点，找到对数和最小的点即为拟合得到的最后的结果。

−𝑙𝑛𝐿 = −∑𝑖𝑙𝑛𝑓(𝑡𝑖,𝑟𝑒𝑠)

PMT LS
Understanding the o�cial vertex reconstruction algorithm

Algorithm Principle

The PDF of tres under di↵erent hit PE number N can be derived by the following

equation :

f (t,N) = Nf (t)(

Z 1

t
f (x)dx)

N�1

Ziyuan LI (SYSU) Vertex Reconstruction Dec 07, 2018 5 / 53

arXiv:1803.09394
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vertex rec performance

Dark Noise etc not taken into account yet, studies 
underway

�13

Bias vs R3 Res. vs E
Fig. 8. Relationship among ratio, the number of

PMTs that detect photons no more than 5 to the

number of all PMTs that detect photons, position

and energy of an event.

4.2 Di↵erence between � and e
+ source

Experimentally, the residual time distribution can be
accessed by a particle source at the detector center. Tra-
ditional calibration source is � source. However, the
space dispersion of a � ray is relatively large, therefore it
can influence the resulted residual time distribution. For
comparison, we show the calibrated residual time distri-
bution of two di↵erent sources from MC simulation in
Fig. 9.

Positron deposits energy in liquid scintillator by two
steps: first, it deposits its energy until its kinetic en-
ergy becomes zero, then annihilates with an electron and
emits a pair of gamma whose energy is 0.511 MeV. For
low energy e

+ events, the source is similar to a � source.
For high energy e

+ events, using � source PDF may in-
troduce a little bias of vertex reconstruction results. If
possible, we may choose a proper source to obtain PDF.
However, for now, positron source is not accessible in
calibration.

Fig. 9. PDF comparison between 4.4 MeV �
source and 4 MeV e+ source at detector center.

Due to the fact that space dispersion e↵ect of �
is much larger than that of e+, the PDF shape of

e+ is much sharper than that of �.

4.3 PMT TTS impact on vertex reconstruction

Fig. 10 and Fig. 11 illustrate the performance of ver-
tex reconstruction. Bias of vertex is less than 3 cm in
fiducial volume(R  17.2 m).

Fig. 10. Reconstructed vertex bias. By deploy-

ing the 5-PDFs, considering refraction and set a

time window from -5 ns to 30 ns, the bias of re-

constructed vertex is less than 4 cm without any

correction.

Fig. 11. Reconstructed vertex resolution of X, Y,

Z direction. The mean values are consistent with

MC truth and � are similar for three directions.

Currently, the TTS of 20 inch PMT can be as large
as 20 ns[12]. i.e., � of time resolution of PMT will be
8 ns, according to the relationship TTS = 2.354�. Com-
pared with liquid scintillator luminescence time, the fast
component of which is 4.93 ns and the slow component
is 20.6 ns, PMT TTS will dominate the uncertainty of
residual time, especially when vertex is close to PMT.
Fig. 12 shows how PMT TTS influences vertex resolu-
tion. If TTS is not considered, the vertex resolution is
about 7 cm@1 MeV. If TTS is about 10 ns, vertex reso-
lution increases to 11 cm@1 MeV. In the future, 3 inch
small PMTs will be added. Its TTS can be as good as
1ns which is much better than 20 inch PMT. The ver-
tex resolution could improve, but how good it can reach
is beyond the content of this article and needs further
study.
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Fig. 8. Relationship among ratio, the number of
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low energy e

+ events, the source is similar to a � source.
For high energy e
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time performance
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CPU GPU Ration: CPU/GPU

Time@1MeV(s) 1.88 0.05 ~40

Time@10MeV(s) 14.19 0.095 ~150

Gradiant 1.37 0.005 —

—CPU
—GPU

NVIDIA K40m
CUDA cores:2880

ram(GB):12
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energy rec.
Optical Model Independent Likelihood Rec.
Ideal case：PMT nPE collection—{ki}

ki — recorded nPE of i-th PMT
𝜇i = E * 𝜇i,0 — expected nPE of i-th PMT
𝜇i,0 — <nPE> per unit energy

{𝜇i,0} can be obtained using calibration data
Source position
Distance between source and PMT
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• With	true	nPE as	input,	the	maximum	likelihood	function	
(MLF)	is	constructed	as:	

• Considered	charge	smearing,	the	strict	MLF	is:	

ℒ L&, L&, … , LO PQ, RQ, S =TU LV PQ, RQ, S =T
I'WX 5 YVZX

LV!

O

V\&

O

V\&

;	YV =
S ∗ &̂.433789

4̂ ∗ 1.022`Ia
∗ Y4V .

bc:	light	yield	of	the	calibration	event	(11522	optical	photons	in	this	study)
dce :	mean	nPE of	i-th PMT	evaluated	from	a	calibrated	nPE-map	(doc-3559-v2)
bf.cgghij:	light	yield	of	the	0 momentum	e+	event
de:		mean	nPE of	i-th PMT	needed	to	be	estimated	in	the	reconstructed	event
ke:		detected	photons	of	i-th PMT	in	the	reconstructed	event
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s me k :		statistical	model	of	SPEs
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¾ Internal source deployment:
• ACU (Automatic Calibration Unit): 

1D-scan the central axis

• CLS (Cable Loop System):
2D-scan one vertical plane

* The two systems are above water, more 
convenient to change sources

• ROV (Remotely Operated Vehicle): 
3D-scan “everywhere”

¾ External source deployment:
• GT (Guide Tube): 

Boundary scan CD outer surface

Calibration Coverage

13

JUNO: 4 complementary systems
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nPE map 

3D nPE-MAP mitigates the impact due to detector asymmetry
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Calibration Source: 0 momentum e+

2D nPE-MAP 3D nPE-MAP 

28 calibration positions 
on X-axis

3

TruePE-Based
ZM
M @G\V]

^
M�

H
+ `H + a

M
H� ^
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H
+ G. b`

M�
H
+ a

G. b M�
H�

2D map	w/	AN 2.98% 3.21%
3D map	w/	AN 2.90% 3.03%

2D map	W/O AN 2.90% 3.00%

• That	effectively	improved	the	energy resolution.

• Constructed	a	3D	nPE-MAP	
with	ACU+CLS	calibration	data.

+LcdSeaV

{𝜇i,0}

(r, ∆r) (r, 𝜃, ∆r)
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uniformity

Further improvement with more calibration points
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energy rec.
Real case：PMT charge collection — {qi}

PMT nPE charge response → P(qi|k)
Dynode/MCP-PMT have different sPE response
Energy res. will decrease w.r.t. ideal case
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• With	true	nPE as	input,	the	maximum	likelihood	function	
(MLF)	is	constructed	as:	

• Considered	charge	smearing,	the	strict	MLF	is:	
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dce :	mean	nPE of	i-th PMT	evaluated	from	a	calibrated	nPE-map	(doc-3559-v2)
bf.cgghij:	light	yield	of	the	0 momentum	e+	event
de:		mean	nPE of	i-th PMT	needed	to	be	estimated	in	the	reconstructed	event
ke:		detected	photons	of	i-th PMT	in	the	reconstructed	event
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s me k :		statistical	model	of	SPEs
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Charge	based	MLE
ZM
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True	nPE 2.90% 3.03%

Gaussian SPEs(0.3pe) 2.96% 3.08%

Long	tail SPEs 3.02% 3.19%

• The	long	tail	SPEs	reduced	energy	resolution	by	~0.1%@1MeV
compared	to	Gaussian	SPEs.
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• Since	the	SPEs	of	Dynode-PMT	usually	can	be	modeled	by	a	
Gaussian	function,	so	we	will	smear	the	SPE	with	Gaussian	
Model	for	Dynode-PMT.

• However	we	found	it	is	difficult	to	find	a	reasonable,	analytic,	
concise	function	to	model	the	SPEs	of	MCP-PMT,	so	we	will	
smear	the	SPE	with	Gaussian-Series	Model	for	MCP-PMT.

• For	focus	on	the	effect	of	special	SPEs,	we	will	ignore	the	
noise	term	and	obtain	the	pdf	of	nPEs by	convolving	n	SPEs	
Model.

• In	the	energy	reconstruction	part,	we	will	just	take	‘truePE
with	corresponding	smearing’	as	input.

}1"3 ~ = ($�(533 ~$, !$ + (*�(533 ~*, !* + (Ä�(533 ~Ä, !Ä ;

}1"3 ~ = �(533 ~}1", !}1" ;
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.
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miscellaneous

Alternative Rec approach: Machine Learning*
see Maxim’s talk

Combined Vertex and Energy Rec.
Muon Rec: Top Tracker, Water Pool, Center 
Detector
Particle Identification

Pulse Shape Discrimination
Machine Learning

�20
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summary

Brief description of reconstruction strategies for 
JUNO Center Detector

Waveform Rec. — Deconvolution
Vertex Rec. — Time Likelihood
GPU — parallel computing
Energy Rec. — Optical Model Independent Likelihood

Lots of interesting and challenging problems
JUNO wants you!

�21
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waveform rec algs

46
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discussion

Memory allocation and free, 
Synchronization etc… take 
up most of the time, room for 
future optimization 
Potential improvement with 
multiple GPUs
Instead of Grid Search, 
divide the detector ROI to 
tiny units and parallelize 
with GPU(s)
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kernel
21%

API Calls
78%

API Calls kernel
data transfer

NVIDIA K40m


