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Technique of interpolation grids
Motivation

● Any phenomenological study relies on a sufficiently fast 
repetition of theoretical predictions

→ higher-order pQCD predictions are often 'slow'

fastNLO and APPLgrid concept
● Introduce interpolation kernel (unit operator; lagrange polynomials):

Set of functions f(x) around n discrete x-nodes
● Single PDF is replaced set of interpolation kernels

● Improve interpolation by reweighting PDF

Scale dependence
● Similar interpolation procedure also for scales
● Two approaches implemented

● 'fixed scales': 
μR and μF are specified during grid generation

● 'flexible scale':
Coefficients are fully independent on μR and μF 
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News on fastNLO and APPLgrid
APPLgrid

● NNLO scale variations
● ep grids validated

APPLgrid and fastNLO
● New converter: fastNLO↔ APPLgrid 

conversion based on evaluation of grid and filling new grid (by M. Sutton)
Advantage: fastNLO flexible scale tables with scale flexibility, but a bit slower
→ APPLgrid with smaller files, once scale is set
In principle: 

also fastNLO (flex)→ fastNLO (fixed scale) conversion feasible
also APPLgrid → APPLgrid feasible, for instance for faster but less accurate grid

fastNLO

● Somewhat improved speed for 
convolution of ep tables

● a few minor bug fixes
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The Applfast project
● Started as common project of NNLOJET, APPLgrid, and fastNLO authors at 

QCD@LHC in London

● Interface between NNLOJET and fast grid technology - APPLgrid and fastNLO

● Aimed to be the least obtrusive as possible for both ends of the interface

● Intended to be reusable by other theory programs

Outcome of productive meetings
● Careful validation of all ingredients in NNLO

● Thorough cross checks and benchmarks between APPLgrid and fastNLO

● new developments for fastNLO & APPLgrid

● development of more standardised interfaces, common code, etc...
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The nnlo-bridge interface
Standardised interface between generator code and grid codes

● Generator code calls hook functions
→ If linked with grid interface, then these functions generate the grids

● initialise grid for any 1D histogram

● Fill 1D grid  & pass list of weights (scale-independent and scale dependent)

● Write grid to file

● All additional details passed by 'hook' functions: scales, x-values, process id, etc...
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Features of Applfast, fastNLO, APPLgrid
● Automatic detection of requested process
● Development of technique to get 'scale-indpendent weights' from scale-dependent 

calculation → now standard in NNLOJET
● Caching of events prior to 'fill'
● Accumulation of different subprocesses for equivalent phase space space point
● Automatised optimisation and mapping of sub-channels

Z+jets NNLO subprocesses:
794 processes mapped to 33 
parton luminosities
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Workflow for NNLO grids
1. Preprocessing: 

● Check of interpolation quality
● Short test jobs to check interpolation settings (& optimise if necessary)

2. NNLOJET Warm-up: 
● Vegas integration optimisation
● 1 long (multi-core) job per process

3. APPLgrid/fastNLO Warm-up: 
● Adapt x- and scale-grids to accessed phase space 

(exact strategy differs between APPLgrid & fastNLO)
● Only phase space provided from NNLOJET → significant speed-up

4. Interpolation grid production:
● Thousands of parallel jobs

5. Postprocessing: 
1) Statistical evaluation and combination of all single NNLOJET file
2) Merge grid-files with weights from step 1)
3) MergeJob to combine all grids and estimate statistical uncertainty

6. Validate, validate, and validate

O(10 h)

O(100 h)

O(10 h)

O(250k h)

O(100 h)

O(h)
O(40 h)
O(min)

O(y)
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Validation I
Grid closure

● Define σ(grid)/σ(nnlojet)
● Test case: ATLAS Inclusive jets @ 13TeV, R=0.6, LO
● Grid closure depends on number of x-nodes for PDF interpolation (see x-axis)

● Result: No systematic bias → only numerical fluctations
● As expected: Forward more difficult than central;

low-pT more difficult than high-pT (due to large x-range and less nodes per dx)
● 0.1% accuracy typically with about 16-20 nodes

central forward
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Interpolation accuracy
● Accuracy for fastNLO flexible scale

● aNNLO predictions from DiffTop (Moch, Guzzi)

● Interpolation accuracy depends on number of nodes for 
the x-grid

● Sub-permille level easily possible

● It is always a trade-off between:

file-size/speed  vs. numerical precision

● Caveats:
A 'dynamic' scale involves an additional grid:
negligible deterioration of closure → but still increase in 
file size by factor 4-16

● 'unpleasant' binning (e.g. huge bins and small bins), or 
very high y data (high-x convolutes with low-x) is more 
challenging, due to rapid change of valence PDFs

DB @ DIS14
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Cross sections with selected contributions
LO + V + VV LO + R + RV
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Scale variations
In NNLO scale variations... 

● μR variation straight forward (although lenghty)
● μF variation computationally more intense than in NLO

Different options for scale variations are available

'Fixed scale'
● Choice for μR/F set during grid generation
● Scale variation done by:

μR) apply formulae for μR variation (make use of lower order grids)

μF) either generate grids for pre-defined μF factors (0.5,1,2), or
      perform variation with Hoppet

'Flexible scale'
● Store scale-independet weights in (additional) grids

● Pro: scales can be chosen rather flexible w/o re-calculation of 
grid

● Con: larger files and slower convolution, since more grids have 
to be evaluated
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Validation II: scale variations
Scale variations in LO, NLO and NNLO

● underlying histogram from NNLOJET publication
● overlayed histogram from freshly produced NNLO grid

Excellent 
reproduction of 
native NNLOJET 
calculation
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Validation: (N)NLOJET vs. nlojet++
● Inclusive jets in pp

Validation also 
has been done 
for 'ep' jet grids
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Full NNLO grids

● Grid closure O(0.1 per mille): more accurate than numerics of published data table
● PDF error determinations, and PDF fits are reasonably fast

Scale variations very fast for all scale-variation concepts 
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grid distribution
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Ploughshare: preface
Preface: 
Increasingly, all PDF fitters and experiments use fast interpolation grid

● Many grids are available from many different groups …
● These grids commonly require a large amount of CPU and personal effort to produce
● not always, the code for grid generation itself is public (e.g. NNLO top production, 

NNLOJET)
● LHC/HERA Experiments produce grids in conjuction with the APPLGrid/fastNLO 

developers
→ these do not have common repositories for their grids... 

In view of the new 'NNLO grids'
● significant more commitment in terms of CPU resources is required
● It is still not clear, which grids are available, and from whom they can be obtained

→ it would be useful if there were some way to share the grids….
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Ploughshare: project description
Project objective

● provide a standardised grid repository 
and distribution for all available grids from all groups

Common repository
● grids are available from a single webpage

● standardised meta-tags
● searchable webpage

● Possibility to commit new grids through a standardised 
interface (for registered persons)
● Very convenient, and easy to 'commit' updates...

● not only http download available:
basic utility library (C++,Fortran) is available:
→ Automatic download, handling, and caching of grids 
within any program

http://ploughshare.web.cern.ch
Main developer: Mark Sutton
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http://ploughshare.web.cern.ch
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Presently publically available grids
Grid summary

● Experiment, collision, energy

● Process: ZJ, jets, Z0, ...
we try to follow a common naming 
convention

● Calculation, generator
NNLOJET, nlojet++, MCFM, aMCfast…

● Group
the provider of the grid

● arXiv
standard reference for the publication

● Download link
APPLgrid, fastNLO

As of today: a few example grids…
but ploughshare is now fully 
operational!
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Full analysis records
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Ploughshare: API 
Ploughshare API

● Grid download, management 
and caching from ploughshare 
webpage

● Fortran and C++ interface

● More details:
https://indico.cern.ch/event/761343/contribution
s/3226735/attachments/1770707/2877252/sutt-
ploughshare-pdf4lhc.pdf

● Ploughshare API could be an 
interesting option for xfitter:
works for APPLgrid and 
fastNLO
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Publically available 'dev'-grids

For development and testing purposes
● Grids for a number of processes are made available (see following slides)
● Grids have by purpose limited statistics, or missing channels

→ only reasonable for technical developments

ATLAS 13TeV
inclusive jets
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Summary
APPLgrid and fastNLO grids in NNLO 

● grids production is ongoing

ep → jets
● grids for all inclusive-jet and dijet cross sections at HERA available

→ they will be made public ~ spring 2019

pp → jets
● grids are being produced…
● first full stat. grids are currently validated

● scale variations
● closure with 'native' NNLOJET calculation
● 'closure' of NNLOJET calculation itself is also tested

→ low-stat. grids are presently publically available for testing → We need feedback !

pp → anything else (Z,Z+jets,...)
● Grids can be produced on request

Ploughshare may be used for distribution of grids

New conversion tool has been developed to convert between formats
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Detailed closure tests
Example: ATLAS 13TeV incl. jets, R=0.6

● Closure of individual contributions
● R (real,NLO)
● VV (double-virtual, NNLO)

● RRa (double-real (part), NNLO)
2.5e8 events, >50k CPU hours, 
3T output files, 2560 jobs

VV-channel
'closure' < stat. precision

R-channel; 4.6 e8 events

RRa-channel; 2.5e8 events
|y| > 2.5
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