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High-energy neutrinos: Facts

• Detected: Starting events and up-going 
muon events 


• Their distribution is consistent with isotropy


• No source has been identified yet
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Possible astrophysical explanations

Diffuse Coma 3

Figure 1. GBT total intensity image (using DEC scans only) with all NVSS emission subtracted out. (14.25′×13′ beam). Contours start at 20 mJy beam−1

(3σ ) and increase in steps of 20 mJy beam−1. The bright background source Coma A (3C 277.3) was fit and subtracted out by hand, although a small residual
is still seen as the burnt out spot towards the northern part of the relic.

3 RESULTS

3.1 Extended Relic

The relic emission shown in Fig. 1 is much larger and more diffuse
than has been previously seen. Giovannini et al. (1991) measured a
total extent for the relic of 25′ using the WSRT and VLA. Our sub-
traction of Coma A by hand, and the residuals that are left behind,
makes a clean interpretation of Fig. 1 difficult. Based on the quality
of the subtraction for other point-sources in the image, which show
at most a 10% residual extending up to 9′ from the peak of emis-
sion, real extended emission appears not only to the South, but also
to the West and slightly North of Coma A. However, based solely
on this total intensity image, we characterize the extended relic as
a tentative detection. The diffuse relic as seen by the GBT extends
through Coma A into the NW, with a total extent of 67′, or 2 Mpc at
the redshift of the Coma cluster. The 408 MHz image of Kronberg
et al. (2007) also shows emission extending this far (and farther) to
the NW of the known relic, but the halo and relic are not cleanly
separated at those frequencies. The centre of the extended relic is
∼75′ (2.2 Mpc) from the X-ray cluster centre.

We also detect the extended relic in linear polarization in the
1.4 GHz GBT measurements (Fig. 2, top), with a fractional polar-
ization between 12-17%. The polarization angle (PA) varies mono-
tonically from South to North by∼40◦, separated into three distinct
patches. This would be inconsistent with a single shock structure if
the angles were intrinsic to the source. This variation in polariza-
tion angle, however, is typical of that seen in the polarized Galac-
tic background over similar scales (Tucci et al. 2002) and is likely
due to foreground Faraday modulation. There is also the additional
complication from the Coma A subtraction, which we performed
by hand in the Q and U images. We also detect the polarized emis-
sion from the tailed radio galaxy NGC4789 as the bright yellow
patch (T) at the southwest edge of the relic. The bright green patch
of polarized emission (B) at 12h56m37s, 28d16’ is associated with
a distant radio galaxy mapped by Rogora et al. (1986) and also

visible in FIRST (Becker et al. 1995). There is no counterpart to
the nucleus visible in the DSS, although the source was apparently
misidentified by Fanti et al. (1975) with an optical object on the
eastern lobe. The other patches of polarized flux in Fig. 2 do not
appear to be associated with either galactic or extragalactic total
intensity structures. Fortunately, almost all of the polarized flux
from Coma A is in the Stokes U component of our GBT image.
We therefore plot the absolute value of Stokes Q contours without
Coma A subtraction in Fig. 2 (middle) with polarization vectors
(0.5 tan−1(UQ )). Again, the polarized emission extends up-to and
past Coma A.

We also sought further confirmation of this extended relic
using independent data. Rudnick & Brown (2009) produced all-
sky maps of polarized intensity from the NVSS by convolving
P =

√

Q2+U2 to 800′′, roughly the same resolution as our GBT
images. Fig. 2 shows the 800′′ NVSS polarization image in the
field around the relic. The extended relic, to the west and north of
Coma A, as well as emission from Coma A, is clearly present in the
NVSS, and extends even farther North at lower levels. In addition,
the 11 cm single dish polarized image of Andernach et al. (1984;
Fig. 2) shows emission extending from the known relic 1253+275
and passing just West and then North of Coma A, in agreement with
Fig. 2.

The total flux density of the radio relic is highly uncertain due
to the patchy galactic emission evident in the GBT images and the
confusion from Coma A; it is between 200-500 mJy at 1.41 GHz.
Giovannini et al. (2001) measured only 160 mJy at 1.4 GHz with
the VLA, though they are likely missing a significant amount of
flux. They find a best fit power-law to the data at other frequencies
that predicts ≥200 mJy at 1.4 GHz.

The relic, as seen in our 352 MHz image, is only ∼28′ long
before it becomes confused by Coma A. It has a flux density of
1700 mJy, comparable to the 326 MHz value of 1400 mJy given
by Giovannini et al. (1991). There are several reasons why the ex-
tended relic is seen in the GBT 1.4 GHz images and not clearly in
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Active galactic nuclei (AGN)

Star-forming galaxies (SFG) 
Starburst galaxies (SB)

Gamma-ray bursts (GRB)

Galaxy clusters

Unknown sources? 
Particle dark matter?
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Generic consideration: 
Personal take

• Given no source has been detected, it is important to take 
unbiased, model-independent approach


• Given we already have data, which will accumulate 
further, we want to adopt data-driven approaches



Traditional approaches

• Explain the energy spectrum of the diffuse neutrino 
background using models of astrophysical sources


• Look for excess of events in localized regions compared 
with global average (individual point source searches)


• Both these can be interpreted in terms of flux 
distribution



Flux distribution
• Number of detected sources: 

Integral above flux threshold


• At the moment, the threshold 
is higher than the flux of the 
brightest source


• Energy spectrum: first 
moment of the flux distribution 
below the flux threshold


• But we don’t have to stop here! 


• There are higher moments that 
can be used: e.g., variance 
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sity. The source flux distribution function is defined as
dNs/dF and we also use the equivalent probability den-
sity function of the single source P1(F ) ⌘ d lnNs/dF .
Our hypotheses on the form of P1(F ) are rather mild:
We assume that the distribution follows a broken power-
law with physically motivated parameters. In particular,
↵ denotes the slope of the distribution, P1(F ) / F�↵,
above a characteristic flux F⇤. We assume 2 < ↵ < 3,
which is compatible with what is observed in sources de-
tected in other wavelengths such as gamma rays, e.g.,
blazars [8–11], star-forming galaxies [12, 13], and radio
galaxies [14, 15]. In fact, if these sources are distributed
homogeneously in a local volume (z ⌧ 1) where cos-
mological e↵ects can be ignored, it is well known that
the flux distribution reduces to the Euclidean limit, i.e.,
/ F�5/2 [16]. This is expected, in particular, for the
brightest sources (since these are likely to be nearer to
us than the fainter members of their source class), and
therefore, ↵ = 2.5 will be our reference value. For fluxes
smaller than F⇤, the slope of the distribution must flat-
ten in order to avoid divergences (cf. Olbers’ paradox).
We assume P1(F ) / F�� for F < F⇤ with � < 2. The
flattening of the slope at low fluxes is, again, supported
observationally [8–10]. The top panel of Fig. 1 schemat-
ically shows this distribution. A discussion of flux dis-
tributions with the assumption ↵ < 2 on the power-law
slopes is postponed until Appendix D.

In a pixel with a size ⌦pix that roughly corresponds
to the angular resolution of the detector, there are on
average Npix

s sources, with Npix
s = Ns⌦pix. In the case

of IceCube, the angular resolutions are roughly 1� and
20� for track and shower events, respectively [4]. Then,
the flux per pixel is given by the sum of the fluxes of
Npix

s individual sources.1 The mean and variance of the
flux distribution per pixel, P (F ), is simply given by Npix

s
times the mean and variance of the flux distribution per
source, P1(F ):

hF i = Npix
s hF iP1 , (1)

h(F � hF i)2i = Npix
s h(F � hF iP1)

2iP1 , (2)

where h·i and h·iP1 indicate averages taken over P (F ) and
P1(F ), respectively. Under our assumptions for P1(F ),
it is straightforward to show that

hF iP1 ' ⌘1F
2
⇤P1(F⇤), (3)

h(F � hF iP1)
2iP1 ' hF 2iP1

= ⌘2F
3
maxP1(Fmax), (4)

where ⌘1 = (↵� 2)�1+(2��)�1 and ⌘2 = (3�↵)�1 are
both constants of order unity. Note that, in Eq. (4), in-
stead of integrating up to infinity, we truncated at Fmax.
We define Npix

⇤ as the typical number of sources per pixel
around flux F⇤, i.e., N

pix
⇤ ⌘ Npix

s F⇤P1(F⇤), and similarly,

1 In general, Npix
s is non integer, and thus a more precise expres-

sion is given by a convolution with a Poisson distribution.

FIG. 1. The source flux distribution dNs/dF multiplied by
F (top), F 2 (middle), and F 3 (bottom), for 2 < ↵ < 3 and
1 < � < 2. Both horizontal and vertical axes are in loga-
rithmic scales. The shaded regions in the middle and bottom
panels represent that areas below these broken lines corre-
spond to the intensity I⌫ [Eq. (7)] and the Poisson angular
power spectrum CP

⌫ [Eq. (8)], respectively; i.e., I⌫ and CP
⌫

are dominated by sources near F⇤ and Fmax, respectively.

we define N⇤ and N⇤ corresponding to Ns and Ns, re-
spectively. Then, we obtain the following for the first
two moments of the flux distribution:

hF i = ⌘1N
pix
⇤ F⇤, (5)

h(F � hF i)2i = ⌘2N
pix
⇤ F 2

max

✓
F⇤

Fmax

◆↵�1

. (6)

Equivalently, the intensity I⌫ of the neutrino flux (also
often referred to as �⌫) and its Poisson angular power
spectrum CP

⌫ are, respectively,

I⌫ = ⌘1N⇤F⇤, (7)

CP
⌫ = ⌘2N⇤F

2
max

✓
F⇤

Fmax

◆↵�1

. (8)

The middle and bottom panels of Fig. 1 show the flux
distribution multiplied by appropriate powers of F such
that the area below the curves is proportional to I⌫ and
of CP

⌫ , respectively.
In the following, expressions with an explicit index E,

such as I⌫(E) and C⌫(E), represent di↵erential quantities
with respect to energy, and those without the index are
the quantities integrated over the energy.

Ando, Feyereisen, Fornasa, Phys. Rev. D 95, 103003 (2017)



Anisotropies: Lessons from gamma rays

Fermi-LAT, Phys. Rev. Lett.121, 241101 (2018)
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FIG. 1. Top: Mollweide projection of the all-sky intensity
map for photon energies in the (1.7–2.8) GeV interval, after
the application of the mask built for this specific energy bin.
Bottom: Mollweide projection of the UGRB map between
(1.7–2.8) GeV. Masked pixels are set to 0; Maps have been
downgraded to order 7 for display purposes and smoothed
with a Gaussian beam with � = 0.5� and � = 1� respectively.

III. ANGULAR POWER SPECTRUM ANALYSIS

The APS of intensity fluctuation is defined as: Cij
` =

1
2`+1 h

P
m ai`maj⇤`mi, where the brackets indicate the av-

erage on the modes m, the indexes i and j label the ith

and the jth energy bins. When i = j, we refer to autocor-
relation, to cross-correlation otherwise. The coe�cients
a`m are given by the expansion in spherical harmonics
of the intensity fluctuations, �Ig(~n) =

P
`m a`mY`m(~n),

with �Ig(~n) ⌘ Ig(~n) � hIgi and ~n identifies the direc-
tion in the sky.The APS hence quantifies the ampli-
tude of the anisotropy associated with each multipole
`, which roughly corresponds to a pattern “spot” size of
� ' (180�/`).
We compute the APS with PolSpice [35, 36], a Fortran90
software tool which is based on the fast Spherical Har-
monic Transform. PolSpice estimates the covariance ma-
trix of the di↵erent multipoles taking into account the
correlation e↵ect induced by the mask with the algorithm
described in [37, 38]. Prior to the measurement, we ex-
ploited the standard HEALPix routine to removed the
monopole and the dipole terms from the intensity maps

in order to eliminate possible spectral leakage (owing to
the masking) of these large-scale fluctuations (which have
large amplitudes) on the small scales we are interested in.
The resolution of the maps and the e↵ect of the PSF are
accounted for respectively by the pixel window function,
W pix(`), and the beam window function, W beam(E, `),
whose computation is described in the SOM. Any random
noise would contribute to the signal when the autocorre-
lation in the ith energy bin, C` ⌘ Cii

` , is performed, hence
it must be subtracted from the raw APS. We know that a
Poissonian white noise would have a flat APS which can

be estimated as in Fornasa et al.: CN =
hni

�,pix/(✏
i
pix)

2i
⌦pix

,

ni
�,pix being the photon counts in the ith pixel, ✏ipix the

exposure, ⌦pix the pixel solid angle, and the average is
on the unmasked pixels. Considering this as the only
noise term, any other random component not following
a Poisson distribution would not be taken into account.
Moreover, the above equation for ĈN represents only an
estimator of the true CN . Indeed, we found evidence of
an underestimation of the noise term above a few GeV,
and devised a method to determine the autocorrelation
APS without relying on the estimate of CN . We exploit
cross-correlations between di↵erent but closely adjacent
micro energy bins: these are not a↵ected by the noise
term, since any kind of noise would not correlate between
independent data samples. Also, we do not expect any
e↵ect due to the energy resolution of the instrument since
the width of the micro bins is larger than the energy reso-
lution, except for bins below 1 GeV (the first macro bin)
whose result is anyway compatible with the one obtained
by the standard autocorrelation method which is valid at
those energies. As explained in the previous section, our
macro energy bins are composed of a number Nb of micro
energy bins. The APS computed in the macro bin can be
seen as the sum of all the auto and cross APS computed
for all the micro energy bins:

C` =
NbX

↵=1

C↵↵
`,micro + 2

X

↵,�
↵>�

C↵�
`,micro (1)

where ↵,� = 1, ..., Nb.
Under the reasonable assumption that the contributing
sources have a broad and smooth energy spectrum, the
APS for each macro energy bin can be obtained as:

C` =
Nb

Nb � 1

X

↵,�
↵ 6=�

C↵�,Pol
`,micro

WE↵(`)WE� (`)
(2)

where WE↵(`) = W beam
E↵

(`)W pix
E↵

(`) and Nb is the number
of micro bins in each macro energy bin4. In this way, we

4 Note that Eq. 2 returns a better approximation if the width
of the micro bins decreases, and/or Nb increases, and/or the



Angular power spectrum: Observations with Fermi

• Analysis of Fermi data for the angular 
power spectrum of the diffuse gamma-
ray background in 2012 → Discovery 
of anisotropies

• Reanalyzed in 2016, 2018
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results of the previous investigation, the only di↵erence
being the gain in statistics which manifests itself in a no-
ticeable reduction of the error bars. The greater statis-
tics here are possible due to a larger integration time for
the detector and also thanks to an improved technique
adopted to define the point source mask.

The comparison with the new measurement performed
by masking the FL8Y source list shows the extent of the
reduction of the APS as a consequence of the reduced
number of unresolved sources left after FL8Y. Since the
anisotropy energy spectrum found masking the 3FGL
sources shows similar features12 to the result presented
here, we expect the low-energy population to be present
in the FL8Y catalog and to be a relevant fraction of ob-
jects not associated with any source of the 3FGL catalog.

VII. TEST ON MASK DECONVOLUTION

In order to check that mask deconvolution does not
introduce artifacts in the measured angular power spec-
trum, we performed two additional checks. In the first,
we have have performed an apodization of our masks with
a scale of the order of half the masking radius defined for
each source, adopting a sine behavior for the apodizing
function. This operation should prevent possible arti-
facts driven by the sharp edges of the masked regions.

Fig. 11 (left panel) shows that the results obtained with
apodization are well consistent with the results obtained
with our nominal masks, while exhibiting a larger error
since the fraction of the unmasked sky is reduced.

The second check was an evaluation of the possible
e↵ects induced by the mask through simulated full-sky
gamma-ray maps. We generated 104 maps with the same
(2-point) statistical correlation as the one estimated for
the real sky in our analysis. We adopted the synfast
generator provided by HEALPix, starting from a flat (in
multipole) angular power spectrum with amplitude equal
to our measurement. Each generated map was then an-
alyzed with the PolSpice algorithm in two ways: first
without a mask and then with the same mask adopted
in our analysis. The distribution of the relative di↵er-
ences between the reconstructed CP from the full-sky and
masked-sky analyses is shown in Fig. 11 (right panel) for
two energy bins, (1.0�1.7) GeV and (8.3�14.5) GeV. The
shaded bands indicate the corresponding statistical rela-
tive errors we obtained in the nominal analysis. We note
that the di↵erences are distributed around zero, with a
width much smaller than the statistical error of our mea-
surement. This demonstrates that the mask deconvolu-
tion is performed properly and it does not translate into
a bias of the measured CP .

FIG. 4. Left: Normalization factor resulting from the Poissonian fit of the Galactic foreground to the data outside the mask;
for visualization purposes, we report the normalizations for the macro energy bins computed averaging the values of the micro
ones. Right: autocorrelation anisotropy energy spectrum with and without foreground subtraction. In both cases monopole
and dipole terms have been removed from intensity maps prior to the APS computation.

12 Best-fit parameters for dPLE model when considering 3FGL
catalog are: N1 = (1.30 ± 0.03)10⇥�17, ↵ = 0.45 ± 0.05,
N2 = (8.0 ± 2.9) ⇥ 10�19, � = �0.29 ± 0.06 and Ecut = 94 ± 8

(parameters units are the same declared in the caption of Tab.
II of the paper).

Fermi-LAT, Phys. Rev. Lett.121, 241101 (2018)
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FIG. 7. Angular Power Spectra for all the energy bins. The shaded regions mark the ranges of multipoles considered in the fit
of the APS to derive the anisotropy amplitudes CP . The red lines show the CP values and their associated errors from the fit
(represented by the red shaded band).
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• Analysis of Fermi data for the angular 
power spectrum of the diffuse gamma-
ray background in 2012 → Discovery 
of anisotropies

• Reanalyzed in 2016, 2018

• Almost constant excess compared with 
shot noise of the photons at multipoles 
greater than 50
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(represented by the red shaded band).
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Angular power spectrum: Observations with Fermi

• Analysis of Fermi data for the angular 
power spectrum of the diffuse gamma-
ray background in 2012 → Discovery 
of anisotropies

• Reanalyzed in 2016, 2018

• Almost constant excess compared with 
shot noise of the photons at multipoles 
greater than 50

• This excess is precisely the variance!

• Data are mostly consistent with 
astrophysical expectations (blazars; 
Ando et al. 2007)
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the detector and also thanks to an improved technique
adopted to define the point source mask.

The comparison with the new measurement performed
by masking the FL8Y source list shows the extent of the
reduction of the APS as a consequence of the reduced
number of unresolved sources left after FL8Y. Since the
anisotropy energy spectrum found masking the 3FGL
sources shows similar features12 to the result presented
here, we expect the low-energy population to be present
in the FL8Y catalog and to be a relevant fraction of ob-
jects not associated with any source of the 3FGL catalog.

VII. TEST ON MASK DECONVOLUTION

In order to check that mask deconvolution does not
introduce artifacts in the measured angular power spec-
trum, we performed two additional checks. In the first,
we have have performed an apodization of our masks with
a scale of the order of half the masking radius defined for
each source, adopting a sine behavior for the apodizing
function. This operation should prevent possible arti-
facts driven by the sharp edges of the masked regions.

Fig. 11 (left panel) shows that the results obtained with
apodization are well consistent with the results obtained
with our nominal masks, while exhibiting a larger error
since the fraction of the unmasked sky is reduced.

The second check was an evaluation of the possible
e↵ects induced by the mask through simulated full-sky
gamma-ray maps. We generated 104 maps with the same
(2-point) statistical correlation as the one estimated for
the real sky in our analysis. We adopted the synfast
generator provided by HEALPix, starting from a flat (in
multipole) angular power spectrum with amplitude equal
to our measurement. Each generated map was then an-
alyzed with the PolSpice algorithm in two ways: first
without a mask and then with the same mask adopted
in our analysis. The distribution of the relative di↵er-
ences between the reconstructed CP from the full-sky and
masked-sky analyses is shown in Fig. 11 (right panel) for
two energy bins, (1.0�1.7) GeV and (8.3�14.5) GeV. The
shaded bands indicate the corresponding statistical rela-
tive errors we obtained in the nominal analysis. We note
that the di↵erences are distributed around zero, with a
width much smaller than the statistical error of our mea-
surement. This demonstrates that the mask deconvolu-
tion is performed properly and it does not translate into
a bias of the measured CP .

FIG. 4. Left: Normalization factor resulting from the Poissonian fit of the Galactic foreground to the data outside the mask;
for visualization purposes, we report the normalizations for the macro energy bins computed averaging the values of the micro
ones. Right: autocorrelation anisotropy energy spectrum with and without foreground subtraction. In both cases monopole
and dipole terms have been removed from intensity maps prior to the APS computation.

12 Best-fit parameters for dPLE model when considering 3FGL
catalog are: N1 = (1.30 ± 0.03)10⇥�17, ↵ = 0.45 ± 0.05,
N2 = (8.0 ± 2.9) ⇥ 10�19, � = �0.29 ± 0.06 and Ecut = 94 ± 8

(parameters units are the same declared in the caption of Tab.
II of the paper).

Fermi-LAT, Phys. Rev. Lett.121, 241101 (2018)

Ctotal
ℓ = CN + CP + Ccorr

ℓ

16

FIG. 7. Angular Power Spectra for all the energy bins. The shaded regions mark the ranges of multipoles considered in the fit
of the APS to derive the anisotropy amplitudes CP . The red lines show the CP values and their associated errors from the fit
(represented by the red shaded band).



Implications
• Anisotropy analyses have already been established for 

GeV gamma rays


• Solid measurement of the angular power spectrum 
(variance) implies (sub-threshold) point-source 
contribution


• The source population that cannot be detected 
individually can be detected statistically


• Same technique can be used for high-energy 
neutrinos, to identify sources



Power spectrum analysis by IceCube
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Figure 9: Discovery potential and upper limits for uniform E�2 neutrino sources for the
autocorrelation analysis and the multipole analysis (a) on the northern hemisphere and
(b) on the southern hemisphere. They are compared to the discovery potential of the
point source search [15]. The yellow band corresponds to the converted flux of the HESE
analysis [12].
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Figure 5: E↵ective power spectrum Ce↵
` shown for pure signal sky maps and for various

values of µ for an E�2 energy spectrum. As described in section 2.3, for pure signal the
number of sources NSou is chosen such that the map contains as many neutrinos as in the
experimental sample. The plot shows the averaged values for 10 000 simulated sky maps.

w
e↵
`

=
hC

e↵
`,sigi � hC

e↵
`,bgi

�
C

e↵
`,bg

(8)

sign
`
=

C
e↵
`,exp � hC

e↵
`,bgi

|Ce↵
`,exp � hCe↵

`,bgi|
, (9)

such that each deviation in C
e↵
`

is weighted by the expected deviation in the
case of a point source signal. Thus, Ce↵

`
that are very sensitive to point-source

signals obtain a large weight, while insensitive C
e↵
`

obtain a small weight to
increase sensitivity by keeping the test statistic from being dominated by
statistical fluctuations on other angular scales than those relevant for point-
source searches.
Additionally, the parameter sign

`
guarantees that only deviations in the ex-

pected direction are counted positively, while deviations in the opposite di-
rection are counted negatively. This is a natural definition, because under-
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IceCube, Astropart. Phys. 66, 39 (2015)

• No angular power was found (everything is consistent with diffuse the 
background model)


• It can exceed the point-source limit for more than 100 sources


• But it is assumed that all these sources have the same flux



Flux distribution and implications
• Flux distribution of any astrophysical 

sources will follow a power law


• Particularly F−2.5 for high-flux 
region

2

sity. The source flux distribution function is defined as
dNs/dF and we also use the equivalent probability den-
sity function of the single source P1(F ) ⌘ d lnNs/dF .
Our hypotheses on the form of P1(F ) are rather mild:
We assume that the distribution follows a broken power-
law with physically motivated parameters. In particular,
↵ denotes the slope of the distribution, P1(F ) / F�↵,
above a characteristic flux F⇤. We assume 2 < ↵ < 3,
which is compatible with what is observed in sources de-
tected in other wavelengths such as gamma rays, e.g.,
blazars [8–11], star-forming galaxies [12, 13], and radio
galaxies [14, 15]. In fact, if these sources are distributed
homogeneously in a local volume (z ⌧ 1) where cos-
mological e↵ects can be ignored, it is well known that
the flux distribution reduces to the Euclidean limit, i.e.,
/ F�5/2 [16]. This is expected, in particular, for the
brightest sources (since these are likely to be nearer to
us than the fainter members of their source class), and
therefore, ↵ = 2.5 will be our reference value. For fluxes
smaller than F⇤, the slope of the distribution must flat-
ten in order to avoid divergences (cf. Olbers’ paradox).
We assume P1(F ) / F�� for F < F⇤ with � < 2. The
flattening of the slope at low fluxes is, again, supported
observationally [8–10]. The top panel of Fig. 1 schemat-
ically shows this distribution. A discussion of flux dis-
tributions with the assumption ↵ < 2 on the power-law
slopes is postponed until Appendix D.

In a pixel with a size ⌦pix that roughly corresponds
to the angular resolution of the detector, there are on
average Npix

s sources, with Npix
s = Ns⌦pix. In the case

of IceCube, the angular resolutions are roughly 1� and
20� for track and shower events, respectively [4]. Then,
the flux per pixel is given by the sum of the fluxes of
Npix

s individual sources.1 The mean and variance of the
flux distribution per pixel, P (F ), is simply given by Npix

s
times the mean and variance of the flux distribution per
source, P1(F ):

hF i = Npix
s hF iP1 , (1)

h(F � hF i)2i = Npix
s h(F � hF iP1)

2iP1 , (2)

where h·i and h·iP1 indicate averages taken over P (F ) and
P1(F ), respectively. Under our assumptions for P1(F ),
it is straightforward to show that

hF iP1 ' ⌘1F
2
⇤P1(F⇤), (3)

h(F � hF iP1)
2iP1 ' hF 2iP1

= ⌘2F
3
maxP1(Fmax), (4)

where ⌘1 = (↵� 2)�1+(2��)�1 and ⌘2 = (3�↵)�1 are
both constants of order unity. Note that, in Eq. (4), in-
stead of integrating up to infinity, we truncated at Fmax.
We define Npix

⇤ as the typical number of sources per pixel
around flux F⇤, i.e., N

pix
⇤ ⌘ Npix

s F⇤P1(F⇤), and similarly,

1 In general, Npix
s is non integer, and thus a more precise expres-

sion is given by a convolution with a Poisson distribution.

FIG. 1. The source flux distribution dNs/dF multiplied by
F (top), F 2 (middle), and F 3 (bottom), for 2 < ↵ < 3 and
1 < � < 2. Both horizontal and vertical axes are in loga-
rithmic scales. The shaded regions in the middle and bottom
panels represent that areas below these broken lines corre-
spond to the intensity I⌫ [Eq. (7)] and the Poisson angular
power spectrum CP

⌫ [Eq. (8)], respectively; i.e., I⌫ and CP
⌫

are dominated by sources near F⇤ and Fmax, respectively.

we define N⇤ and N⇤ corresponding to Ns and Ns, re-
spectively. Then, we obtain the following for the first
two moments of the flux distribution:

hF i = ⌘1N
pix
⇤ F⇤, (5)

h(F � hF i)2i = ⌘2N
pix
⇤ F 2

max

✓
F⇤

Fmax

◆↵�1

. (6)

Equivalently, the intensity I⌫ of the neutrino flux (also
often referred to as �⌫) and its Poisson angular power
spectrum CP

⌫ are, respectively,

I⌫ = ⌘1N⇤F⇤, (7)

CP
⌫ = ⌘2N⇤F

2
max

✓
F⇤

Fmax

◆↵�1

. (8)

The middle and bottom panels of Fig. 1 show the flux
distribution multiplied by appropriate powers of F such
that the area below the curves is proportional to I⌫ and
of CP

⌫ , respectively.
In the following, expressions with an explicit index E,

such as I⌫(E) and C⌫(E), represent di↵erential quantities
with respect to energy, and those without the index are
the quantities integrated over the energy.

Ando, Feyereisen, Fornasa, Phys. Rev. D 95, 103003 (2017)

Procedure:

1. Pick N* as a parameter

2. From measured intensity I, calculate 

F*, which will fix the distribution

3. Simulate neutrino data, calculate the 

power spectrum, and extract test 
statistic (TS) and TS distribution 


4. Apply the method to the actual data 
to discuss what value of N* is 
already excluded

F�↵+1



Simulated neutrino data
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N⋆ = 10

200 IceCube yearsDekker, Ando, JCAP 1902, 002 (2019)



Simulated neutrino data
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N⋆ = 103

200 IceCube yearsDekker, Ando, JCAP 1902, 002 (2019)



Simulated neutrino data
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N⋆ = 105

200 IceCube yearsDekker, Ando, JCAP 1902, 002 (2019)



Simulated neutrino data
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N⋆ = ∞

200 IceCube yearsDekker, Ando, JCAP 1902, 002 (2019)



Angular power spectrum
• For each simulated data set, 

we compute the angular 
power spectrum


• By repeating the procedure 
above, we construct the TS 
and its distribution


• If the TS value of the actual 
data is found extreme, we 
can reject the value of N* 

Figure 2: The angular power spectrum with two years of IceCube exposure, showing the
95% and 68% containment bands of the 105 simulated sky maps for N? = 102, as well as the
APS of the IceCube observation (solid line).

p-value. With the second approach, we fit the APS of the observed sky map to the APS
of the simulated sky maps in order to test if N? is compatible, and we use all multipole
information. We consider the following �2, obtained for each N?:

�2 (C`) =
X

``0

(C` � Cmean
` ) (Cov``0)

�1 (C`0 � Cmean
`0 ) , (3.3)

where C` is the simulated APS, Cmean
` is the mean value at each `, and Cov``0 is the covariance

matrix, where the latter two are obtained from the set of simulations. For each N?, we
calculate the probability density function (PDF) of �2, P (�2|N?), as well as Cmean

` and
Cov``0 . We then compare the value of �2

data ⌘ �2(Cdata
` ) obtained from the APS of the

observed sky map, Cdata
` , and quantify the probability of obtaining the same or more extreme

values (towards either greater or smaller direction) of �2 for each N?, noted as the p-value,
as follows:

p = min

"Z 1

�2
data

d�2P (�2|N?),

Z �2
data

0
d�2P (�2|N?)

#
. (3.4)

In the following, we look for constraints at 95% confidence level (CL), which is equivalent to
p = 0.05.

4 Results

Following the methodology summarized in the previous section, we analyze the APS of 105 and
104 simulations for each parameterization of N? using IceCube, IceCube-Gen2 and KM3NeT
specifications.

4.1 C̄` distributions

4.1.1 IceCube

The top left panel of Fig. 3 shows the result of the C̄` distributions for N? = 10, 102, 103,
104 and 105 using two years of IceCube exposure. The distributions for smaller N? deviate

– 7 –

N* = 102

Figure 1: Neutrino sky maps using IceCube exposure showing, neutrino events and the
masked area in dark red. The top panel shows the 21 neutrino events above Eµ > 50 TeV
from 2 years of IceCube observations. The middle and bottom panels show two simulated
sky maps with N? = 103 and Ns = 1, respectively, where the exposure is enhanced to 200
years for better illustration.

– 5 –

Figure 2: The angular power spectrum with two years of IceCube exposure, showing the
95% and 68% containment bands of the 105 simulated sky maps for N? = 102, as well as the
APS of the IceCube observation (solid line).

p-value. With the second approach, we fit the APS of the observed sky map to the APS
of the simulated sky maps in order to test if N? is compatible, and we use all multipole
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where C` is the simulated APS, Cmean
` is the mean value at each `, and Cov``0 is the covariance

matrix, where the latter two are obtained from the set of simulations. For each N?, we
calculate the probability density function (PDF) of �2, P (�2|N?), as well as Cmean

` and
Cov``0 . We then compare the value of �2

data ⌘ �2(Cdata
` ) obtained from the APS of the

observed sky map, Cdata
` , and quantify the probability of obtaining the same or more extreme
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In the following, we look for constraints at 95% confidence level (CL), which is equivalent to
p = 0.05.

4 Results

Following the methodology summarized in the previous section, we analyze the APS of 105 and
104 simulations for each parameterization of N? using IceCube, IceCube-Gen2 and KM3NeT
specifications.

4.1 C̄` distributions

4.1.1 IceCube

The top left panel of Fig. 3 shows the result of the C̄` distributions for N? = 10, 102, 103,
104 and 105 using two years of IceCube exposure. The distributions for smaller N? deviate
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Dekker, Ando, JCAP 1902, 002 (2019)

2-yr upgoing muons



IceCube constraints
• 2 years of upgoing muon 

neutrino data from IceCube 
with energies Eμ > 50 TeV: 
21 events


• Source population with N* 
< 82 is excluded at 95% CL

the result is presented in Fig. 5 as a red solid curve. Moreover, the blue and light-blue shaded
regions show the expected 1� and 2� containment bands, respectively, from the analysis using
the APS of the simulated isotropic neutrino sky as mock data, and the green horizontal line
shows the exclusion limit with p = 0.05. Following this exclusion line, we find a lower limit of
N? > 82 at 95% CL, which is well within the 1� exclusion region using the simulated isotropic
sky. This exclusion limit corresponds to very rare and bright sources, which are indeed not
expected to dominate since the distribution of the 21 events are consistent with an isotropic
expectation.

If we still measure an isotropic sky with 10 years of IceCube exposure, we can exclude
N? = 10–4⇥ 103 with 95% CL, where the region is the 1� exclusion region.

Figure 5: The p-value obtained by fitting the APS from the simulated sky maps using N? to
the APS from two years of IceCube data, shown as a red solid curve. Also illustrated are the
expected 1� and 2� containment bands, where the simulated isotropic sky is used as mock
data, shown as the shaded areas in blue and light blue respectively, and the horizontal green
line represents the exclusion limit.

4.3.2 IceCube-Gen2

IceCube-Gen2 is expected to have an effective area of a factor of ten times larger than IceCube,
and we assessed its sensitivity using ten years of exposure. We first assumed that we keep
on measuring an isotropic sky in the future, with mock data Ns = 1, and find the p-
values presented in the top left panel of Fig. 6, where the shaded regions are the 1� and 2�
containment bands from the 105 analyzed APS, and the horizontal green line represents the
exclusion limit of p = 0.05. We find an exclusion of bright sources below N? = 104–2 ⇥ 105,
where the range represents the 1� band.

If, however, we do measure clustering of events in the future due to bright sources, the
contribution of less bright sources can be constrained and the exclusion tendencies will change.
The middle and bottom left panels of Fig. 6 show the results by assuming N? = 104 and

– 11 –

Source N*

Blazars 600

Radio galaxies 105

Starbursts 107Dekker, Ando, JCAP 1902, 002 (2019)



Future prospects10-year exposure assuming �N⋆ = ∞

IceCube-Gen2 KM3NeT

!17

10-yr exposure

Case with N* = ∞

Dekker, Ando, JCAP 1902, 002 (2019)



Future prospects

10-yr exposure

Case with N* = 104

10-year exposure assuming �N⋆ = 104

IceCube-Gen2 KM3NeT

!18Dekker, Ando, JCAP 1902, 002 (2019)



Constraints on source phase space

Figure 9: Exclusion region with 10 years of IceCube-Gen2, shown for the neutrino luminosity,
L⌫ , against the local number density of neutrino sources, n0. The gray exclusion region is
obtained by assuming an isotropic neutrino sky in future, where the two black dashed lines
are the 95% exclusion limits, and all sources lying in that region are thus excluded. The
blue region represents the observed diffuse neutrino emission, taken from Ref. [31], where the
neutrino source emission contributes for k = 1 (blue) and k = 0.1 (red).

104–3 ⇥ 104, where the range represents the 1� band and where BL Lacs are found to have
N? = 6⇥ 102. On the other hand, by observing bright sources in the future we can also find
constraints on weak source classes with large number densities, such as starburst galaxies
(N? = 107), which could still be the case with current isotropic measurements. The angular
power spectrum analysis on future neutrino data has been found to be a powerful probe to
understand what astrophysical sources are dominating the neutrino sky, and in particular to
predict what source classes will be observable with future neutrino telescopes, illustrated in
Fig. 9 for various sources.
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Beyond variance: One-point fluctuation analysis

• One-point fluctuation analysis 
adopts all the information 
contained in the flux distribution


• Benefit is slim for now, but in the 
future can be large


• E.g., test of Galactic component 
in the future KM3NeT data
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Figure 3: top: Probability distribution P (I) of the SFG intensities as observable at 100 TeV.
These distributions take the form of a Gaussian peak with a power-law tail. Starbursts are
shown in blue (showers) and cyan (tracks), while SF-AGN (SB) are shown in red (showers)
and pink (tracks). In each subpopulation, these peaks are much thinner in showers than in
tracks as a consequence of the increased number of sources in larger pixels (cf. main text).
bottom: Probability distribution P (I) of 2FHL source intensities at 100 TeV, in showers (dark
green) and tracks (light green). These distributions are shown conditioned on there actually
being a blazar in the pixel, so the absolute and relative normalisations are not visible in this
figure. The cusp in tracks occurs at twice the minimum flux, it is the transition from one to
two sources per pixel.

to O(103) in both SB and SF-AGN (SB). A linear regression of the finesse of di↵use peaks
from the four P (F ) distributions of SB and SF-AGN (SB) in tracks and showers on their
respective

p
hN 0i yields a Pearson R2 = 0.999.

The locations of the peaks of these distributions are also slightly o↵set among each
other, the peak in showers is at slightly higher flux than the peak in tracks (again, as visible
in Fig. 3 or in Table 1). This is also a consequence of convergence in the central limit theorem.
Indeed, the single-source distribution is power-law like and hence very skewed, but the more

– 10 –

Feyereisen, Tamborra, Ando, JCAP 03, 057 (2017) 2

total

0.02-0.1 0.1-1.0 1.0-5.0
Energy Bin (PeV)

0

5

10

15

20

25

30

35

40

45

50

55

Sh
ow

er
 C

ou
nt ---

---

---

extragalactic atmospheric galactic (A) isotropic (A)

0.02-0.1 0.1-1.0 1.0-5.0
Energy Bin (PeV)

0

5

10

15

20

25

30

35

40

FIG. 1. Left: Whiskered-box plot of the aggregate and full-sky predicted HESE shower count distribution in each energy bin of
the analysis. 50% of predicted outcomes in each energy bin are contained in the solid box around the median, while whiskers
show 1.5 times the range covered by the box. The number of small circles above and below the whiskers is in proportion to the
number of outliers from simulations. The dashed line in each bin represents the actual observation. Right: The same as the
left panel but showing individual predicted atmospheric and astrophysical contributions to the HESE shower events. In both
panels, the assumed Galactic model and associated best-fit isotropic component are Canonical with low-energy cuto↵ (model
A).

on gamma-ray and infrared data; the unassociated com-
ponent is the only one allowed to vary and fitted to the
neutrino data themselves.

In the next subsections we explain in the detail the
data sample we use and the di↵erent astrophysical ingre-
dients. We refer the reader to the Appendix for more
technical details about the procedure.

B. The HESE data sample

The IceCube collaboration classifies neutrino events as
having either a shower-like or track-like topology, the lat-
ter being a smoking gun of muonic interactions. The at-
mospheric background consists of not only atmospheric
muon-neutrinos (⌫µ) but also atmospheric muons, some
of which pass the stringent background-removal veto due
to their sheer abundance.

In this study we focus on HESE, in particular those
with the shower topology, since for this subsample the
atmospheric ⌫µ contamination is minimized, and also be-
cause we do not need to worry about veto-passing muons.
Our sample consists of the 58 shower events included in
the six-year HESE data [20], three of which have ener-
gies above 1 PeV. This sample is the only one used in
the analysis; however, we remark that in Fig. 2 a subset
of this data sample is visualized, with additional angular
and energy cuts applied, as detailed in the caption.

C. The atmospheric foregrounds

The atmospheric neutrino flux has been measured very
precisely for lower energies, and then extrapolated to the
energy region of interest for this work. Since physical pro-
cesses of producing the atmospheric neutrinos are rela-
tively well understood, we do not include any uncertain-
ties related to the extrapolation. We employ the aver-
age conventional atmospheric flux given by Ref. [23] as
1.77⇥10�14 cm�2 s�1 sr�1 GeV�1 with a flavour ratio of
1 : 35 : 0. Other percent-level atmospheric contributions
from ⌫e and ⌫⌧ fluxes [23, 24] are neglected, as are the
neutrino-antineutrino ratios, although the fully detailed
(even energy-dependent) flavour ratios can in principle
be accounted for in this type of analysis. The prompt
atmospheric neutrino flux is taken from Ref. [24], with a
flavour ratio of 1 : 1 : 0.

We do not take veto-passing muons into account in our
analysis. Since we focus only on shower events and the
veto-passing muons are problematic only for track events,
this is justified. Accounting for tracks, on the other hand,
would require adding time binning (to capture the sea-
sonal variation of the atmospheric temperature) and a
more involved modeling of the width of the atmospheric
PDF to the analysis, both of which are beyond the scope
of the present work.

Feyereisen, Gaggero, Ando, Phys. Rev. D 97, 103017 (2018)
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(bottom left). In each case the results are consistent with the background or Poissonian hypothesis, with the most significant
p-value of 0.33 occurring for the SFD dust map.

here can be improved upon. The IceCube dataset con-
tains a large amount of information on the reconstruc-
tion quality of incident candidate neutrinos on an event
by event basis. As the NPTF is a fundamentally binned
method, much of this information is lost, and is only
exploited through the optimization of various high level
cuts, such as on the energy range considered. Yet there
is significant scope to incorporate more of this informa-
tion into the NPTF. For example, there is the potential
to incorporate energy binning into the method, and with
this additional event information. Beyond expanding the
neutrino dataset, such extensions could play an impor-
tant role in uncovering evidence for a population of as-
trophysical point sources, and unravelling the mystery
surrounding the origin of the IceCube neutrinos.

ACKNOWLEDGMENTS

The IceCube Collaborations acknowledges the sig-
nificant contributions to this manuscript from Gabriel
Collin, Jimmy DeLaunay, and Nicholas Rodd. The au-
thors gratefully acknowledge the support from the fol-
lowing agencies and institutions: USA – U.S. National
Science Foundation-O�ce of Polar Programs, U.S. Na-
tional Science Foundation-Physics Division, Wisconsin
Alumni Research Foundation, Center for High Through-
put Computing (CHTC) at the University of Wisconsin-
Madison, Open Science Grid (OSG), Extreme Science
and Engineering Discovery Environment (XSEDE), U.S.
Department of Energy-National Energy Research Scien-
tific Computing Center, Particle astrophysics research
computing center at the University of Maryland, Insti-
tute for Cyber-Enabled Research at Michigan State Uni-
versity, and Astroparticle physics computational facility
at Marquette University; Belgium – Funds for Scien-
tific Research (FRS-FNRS and FWO), FWO Odysseus

20

1052 1053 1054 1055

Le� (erg yr�1)

10�12

10�11

10�10

10�9

10�8

10�7

10�6

10�5

� 0
(M

p
c�

3 )

FSRQ

BL LAC

Galaxy Clusters

FR-II

M(d; �) > 10�2

M(d; �) > 10�1

Steady Source 90% Limit

Di�use Flux ±1�

Figure 10. The pointwise likelihood ratio applied to the space
of standard candle luminosity functions. The standard candle
approach models the luminosity function as sharply peaked in
Le↵ , and then the space of possible models is spanned by this
parameter and the density of sources, ⇢0. This figure also
allows us to contrast our results with the 90% upper limit
obtained using an analysis for steady point sources with a
specified flux-distribution, as derived in [47]. Both of these
results can be compared to a standard candle population of
sources that is compatible with the observed di↵use flux at
±1�, as quoted in [84]. To aid interpretation, we have over-
laid the electromagnetic luminosities associated with several
possible source classes: flat-spectrum radio quasars (FSRQ),
BL Lacertae active galactic nuclei (BL LAC), galaxy clus-
ter, and Fanaro↵–Riley Class II radio galaxies (FR-II), fol-
lowing [51, 85]. We emphasize that these are not predicted
neutrino luminosities, which are unknown, but highlight that
current measurements provide information about the relative
neutrino to photon luminosities of these sources. We note
that the results in this figure were derived using the NPTF
posterior, described in App. A, and show the power of our
result to test specific model hypotheses. See text for details.

Appendix A: Description of the Public Posterior

The posterior for each of the four templates can be
found at https://icecube.wisc.edu/science/data/
NPTF_7yr_posterior as an HDF5 file. Within the
file, five tables named Isotropic, Galactic_disk,
Fermi_bubble, SFD_dust, and Northern_sky contain
the posterior for their respective templates.

Each table describes equally-weighted samples using
five columns. Four columns, labelled ln_A, ln_Fb, n1,
and n2 contain the coordinates for the sample in natural
logarithmic parameter space for the di↵erential source-
count function normalization A and break Fb, while the
power indices n1 and n2 are in linear space. The fifth col-
umn – labelled loglikelihood – gives the natural log-
arithm of the likelihood function at the location of the
corresponding sample. In addition, each table has two at-
tributes named P_log_evidence and NP_log_evidence
that contain the natural logarithm of the evidence inte-
gral for the Poissonian model (L0) and non-Poissonian

model (L1) respectively.
The root node of the HDF5 file also contains a series of

attributes named units_ln_A, units_ln_Fb, units_n1,
and units_n2 that specify the units that the posterior
sample coordinates are given in. Another series of root
attributes named prior_ln_A, prior_ln_Fb, prior_n1,
and prior_n2 give the probability density of the uniform
priors for each of the model parameters.
Finally, we emphasize that our analysis and hence

these posteriors are constructed with the assumption that
the astrophysical population produces neutrinos with an
E�2 spectrum, as given in (4).

Appendix B: Isotropic Sources in the Northern Sky

Traditional searches for extragalactic point sources at
IceCube are performed restricting to the northern or
southern hemispheres. The motivation for this is the
northern hemisphere, having a lower background, usu-
ally has an enhanced sensitivity. In Fig. 11 we show
the expected sensitivity and the pointwise likelihood ra-
tio determined from the data for the northern sky, which
should be contrasted to the full sky result for both hemi-
spheres shown in Figs. 5 and 8. Comparing the two re-
sults, it is clear that restricting the NPTF to the lower
background hemisphere only marginally improves the
sensitivity. This suggests that the NPTF results are not
being degraded by working with the full sky, and given
our inclusion of a number of galactic templates, justifies
the choice of both hemispheres used in the main text.
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Mariş,12 R. Maruyama,41 K. Mase,16 R. Maunu,18 F. McNally,34 K. Meagher,36 M. Medici,21 A. Medina,20 M.

Meier,22 S. Meighen-Berger,26 T. Menne,22 G. Merino,36 T. Meures,12 J. Micallef,23 D. Mockler,12 G. Momenté,37
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Stuttard,21 G. W. Sullivan,18 I. Taboada,6 F. Tenholt,11 S. Ter-Antonyan,7 A. Terliuk,55 S. Tilav,40 K. Tollefson,23
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FIG. 1. Top: Mollweide projection of the all-sky intensity
map for photon energies in the (1.7–2.8) GeV interval, after
the application of the mask built for this specific energy bin.
Bottom: Mollweide projection of the UGRB map between
(1.7–2.8) GeV. Masked pixels are set to 0; Maps have been
downgraded to order 7 for display purposes and smoothed
with a Gaussian beam with � = 0.5� and � = 1� respectively.

III. ANGULAR POWER SPECTRUM ANALYSIS

The APS of intensity fluctuation is defined as: Cij
` =

1
2`+1 h

P
m ai`maj⇤`mi, where the brackets indicate the av-

erage on the modes m, the indexes i and j label the ith

and the jth energy bins. When i = j, we refer to autocor-
relation, to cross-correlation otherwise. The coe�cients
a`m are given by the expansion in spherical harmonics
of the intensity fluctuations, �Ig(~n) =

P
`m a`mY`m(~n),

with �Ig(~n) ⌘ Ig(~n) � hIgi and ~n identifies the direc-
tion in the sky.The APS hence quantifies the ampli-
tude of the anisotropy associated with each multipole
`, which roughly corresponds to a pattern “spot” size of
� ' (180�/`).
We compute the APS with PolSpice [35, 36], a Fortran90
software tool which is based on the fast Spherical Har-
monic Transform. PolSpice estimates the covariance ma-
trix of the di↵erent multipoles taking into account the
correlation e↵ect induced by the mask with the algorithm
described in [37, 38]. Prior to the measurement, we ex-
ploited the standard HEALPix routine to removed the
monopole and the dipole terms from the intensity maps

in order to eliminate possible spectral leakage (owing to
the masking) of these large-scale fluctuations (which have
large amplitudes) on the small scales we are interested in.
The resolution of the maps and the e↵ect of the PSF are
accounted for respectively by the pixel window function,
W pix(`), and the beam window function, W beam(E, `),
whose computation is described in the SOM. Any random
noise would contribute to the signal when the autocorre-
lation in the ith energy bin, C` ⌘ Cii

` , is performed, hence
it must be subtracted from the raw APS. We know that a
Poissonian white noise would have a flat APS which can

be estimated as in Fornasa et al.: CN =
hni

�,pix/(✏
i
pix)

2i
⌦pix

,

ni
�,pix being the photon counts in the ith pixel, ✏ipix the

exposure, ⌦pix the pixel solid angle, and the average is
on the unmasked pixels. Considering this as the only
noise term, any other random component not following
a Poisson distribution would not be taken into account.
Moreover, the above equation for ĈN represents only an
estimator of the true CN . Indeed, we found evidence of
an underestimation of the noise term above a few GeV,
and devised a method to determine the autocorrelation
APS without relying on the estimate of CN . We exploit
cross-correlations between di↵erent but closely adjacent
micro energy bins: these are not a↵ected by the noise
term, since any kind of noise would not correlate between
independent data samples. Also, we do not expect any
e↵ect due to the energy resolution of the instrument since
the width of the micro bins is larger than the energy reso-
lution, except for bins below 1 GeV (the first macro bin)
whose result is anyway compatible with the one obtained
by the standard autocorrelation method which is valid at
those energies. As explained in the previous section, our
macro energy bins are composed of a number Nb of micro
energy bins. The APS computed in the macro bin can be
seen as the sum of all the auto and cross APS computed
for all the micro energy bins:

C` =
NbX

↵=1

C↵↵
`,micro + 2

X

↵,�
↵>�

C↵�
`,micro (1)

where ↵,� = 1, ..., Nb.
Under the reasonable assumption that the contributing
sources have a broad and smooth energy spectrum, the
APS for each macro energy bin can be obtained as:

C` =
Nb

Nb � 1

X

↵,�
↵ 6=�

C↵�,Pol
`,micro

WE↵(`)WE� (`)
(2)

where WE↵(`) = W beam
E↵

(`)W pix
E↵

(`) and Nb is the number
of micro bins in each macro energy bin4. In this way, we

4 Note that Eq. 2 returns a better approximation if the width
of the micro bins decreases, and/or Nb increases, and/or the

Fermi-LAT, Phys. Rev. Lett.121, 241101 (2018)
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FIG. 1. Top: Mollweide projection of the all-sky intensity
map for photon energies in the (1.7–2.8) GeV interval, after
the application of the mask built for this specific energy bin.
Bottom: Mollweide projection of the UGRB map between
(1.7–2.8) GeV. Masked pixels are set to 0; Maps have been
downgraded to order 7 for display purposes and smoothed
with a Gaussian beam with � = 0.5� and � = 1� respectively.

III. ANGULAR POWER SPECTRUM ANALYSIS

The APS of intensity fluctuation is defined as: Cij
` =

1
2`+1 h

P
m ai`maj⇤`mi, where the brackets indicate the av-

erage on the modes m, the indexes i and j label the ith

and the jth energy bins. When i = j, we refer to autocor-
relation, to cross-correlation otherwise. The coe�cients
a`m are given by the expansion in spherical harmonics
of the intensity fluctuations, �Ig(~n) =

P
`m a`mY`m(~n),

with �Ig(~n) ⌘ Ig(~n) � hIgi and ~n identifies the direc-
tion in the sky.The APS hence quantifies the ampli-
tude of the anisotropy associated with each multipole
`, which roughly corresponds to a pattern “spot” size of
� ' (180�/`).
We compute the APS with PolSpice [35, 36], a Fortran90
software tool which is based on the fast Spherical Har-
monic Transform. PolSpice estimates the covariance ma-
trix of the di↵erent multipoles taking into account the
correlation e↵ect induced by the mask with the algorithm
described in [37, 38]. Prior to the measurement, we ex-
ploited the standard HEALPix routine to removed the
monopole and the dipole terms from the intensity maps

in order to eliminate possible spectral leakage (owing to
the masking) of these large-scale fluctuations (which have
large amplitudes) on the small scales we are interested in.
The resolution of the maps and the e↵ect of the PSF are
accounted for respectively by the pixel window function,
W pix(`), and the beam window function, W beam(E, `),
whose computation is described in the SOM. Any random
noise would contribute to the signal when the autocorre-
lation in the ith energy bin, C` ⌘ Cii

` , is performed, hence
it must be subtracted from the raw APS. We know that a
Poissonian white noise would have a flat APS which can

be estimated as in Fornasa et al.: CN =
hni

�,pix/(✏
i
pix)

2i
⌦pix

,

ni
�,pix being the photon counts in the ith pixel, ✏ipix the

exposure, ⌦pix the pixel solid angle, and the average is
on the unmasked pixels. Considering this as the only
noise term, any other random component not following
a Poisson distribution would not be taken into account.
Moreover, the above equation for ĈN represents only an
estimator of the true CN . Indeed, we found evidence of
an underestimation of the noise term above a few GeV,
and devised a method to determine the autocorrelation
APS without relying on the estimate of CN . We exploit
cross-correlations between di↵erent but closely adjacent
micro energy bins: these are not a↵ected by the noise
term, since any kind of noise would not correlate between
independent data samples. Also, we do not expect any
e↵ect due to the energy resolution of the instrument since
the width of the micro bins is larger than the energy reso-
lution, except for bins below 1 GeV (the first macro bin)
whose result is anyway compatible with the one obtained
by the standard autocorrelation method which is valid at
those energies. As explained in the previous section, our
macro energy bins are composed of a number Nb of micro
energy bins. The APS computed in the macro bin can be
seen as the sum of all the auto and cross APS computed
for all the micro energy bins:

C` =
NbX

↵=1

C↵↵
`,micro + 2

X

↵,�
↵>�

C↵�
`,micro (1)

where ↵,� = 1, ..., Nb.
Under the reasonable assumption that the contributing
sources have a broad and smooth energy spectrum, the
APS for each macro energy bin can be obtained as:

C` =
Nb

Nb � 1

X

↵,�
↵ 6=�

C↵�,Pol
`,micro

WE↵(`)WE� (`)
(2)

where WE↵(`) = W beam
E↵

(`)W pix
E↵

(`) and Nb is the number
of micro bins in each macro energy bin4. In this way, we

4 Note that Eq. 2 returns a better approximation if the width
of the micro bins decreases, and/or Nb increases, and/or the

Fermi-LAT, Phys. Rev. Lett.121, 241101 (2018)
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FIG. 1. Top: Mollweide projection of the all-sky intensity
map for photon energies in the (1.7–2.8) GeV interval, after
the application of the mask built for this specific energy bin.
Bottom: Mollweide projection of the UGRB map between
(1.7–2.8) GeV. Masked pixels are set to 0; Maps have been
downgraded to order 7 for display purposes and smoothed
with a Gaussian beam with � = 0.5� and � = 1� respectively.

III. ANGULAR POWER SPECTRUM ANALYSIS

The APS of intensity fluctuation is defined as: Cij
` =

1
2`+1 h

P
m ai`maj⇤`mi, where the brackets indicate the av-

erage on the modes m, the indexes i and j label the ith

and the jth energy bins. When i = j, we refer to autocor-
relation, to cross-correlation otherwise. The coe�cients
a`m are given by the expansion in spherical harmonics
of the intensity fluctuations, �Ig(~n) =

P
`m a`mY`m(~n),

with �Ig(~n) ⌘ Ig(~n) � hIgi and ~n identifies the direc-
tion in the sky.The APS hence quantifies the ampli-
tude of the anisotropy associated with each multipole
`, which roughly corresponds to a pattern “spot” size of
� ' (180�/`).
We compute the APS with PolSpice [35, 36], a Fortran90
software tool which is based on the fast Spherical Har-
monic Transform. PolSpice estimates the covariance ma-
trix of the di↵erent multipoles taking into account the
correlation e↵ect induced by the mask with the algorithm
described in [37, 38]. Prior to the measurement, we ex-
ploited the standard HEALPix routine to removed the
monopole and the dipole terms from the intensity maps

in order to eliminate possible spectral leakage (owing to
the masking) of these large-scale fluctuations (which have
large amplitudes) on the small scales we are interested in.
The resolution of the maps and the e↵ect of the PSF are
accounted for respectively by the pixel window function,
W pix(`), and the beam window function, W beam(E, `),
whose computation is described in the SOM. Any random
noise would contribute to the signal when the autocorre-
lation in the ith energy bin, C` ⌘ Cii

` , is performed, hence
it must be subtracted from the raw APS. We know that a
Poissonian white noise would have a flat APS which can

be estimated as in Fornasa et al.: CN =
hni

�,pix/(✏
i
pix)

2i
⌦pix

,

ni
�,pix being the photon counts in the ith pixel, ✏ipix the

exposure, ⌦pix the pixel solid angle, and the average is
on the unmasked pixels. Considering this as the only
noise term, any other random component not following
a Poisson distribution would not be taken into account.
Moreover, the above equation for ĈN represents only an
estimator of the true CN . Indeed, we found evidence of
an underestimation of the noise term above a few GeV,
and devised a method to determine the autocorrelation
APS without relying on the estimate of CN . We exploit
cross-correlations between di↵erent but closely adjacent
micro energy bins: these are not a↵ected by the noise
term, since any kind of noise would not correlate between
independent data samples. Also, we do not expect any
e↵ect due to the energy resolution of the instrument since
the width of the micro bins is larger than the energy reso-
lution, except for bins below 1 GeV (the first macro bin)
whose result is anyway compatible with the one obtained
by the standard autocorrelation method which is valid at
those energies. As explained in the previous section, our
macro energy bins are composed of a number Nb of micro
energy bins. The APS computed in the macro bin can be
seen as the sum of all the auto and cross APS computed
for all the micro energy bins:

C` =
NbX

↵=1

C↵↵
`,micro + 2

X

↵,�
↵>�

C↵�
`,micro (1)

where ↵,� = 1, ..., Nb.
Under the reasonable assumption that the contributing
sources have a broad and smooth energy spectrum, the
APS for each macro energy bin can be obtained as:

C` =
Nb

Nb � 1

X

↵,�
↵ 6=�

C↵�,Pol
`,micro

WE↵(`)WE� (`)
(2)

where WE↵(`) = W beam
E↵

(`)W pix
E↵

(`) and Nb is the number
of micro bins in each macro energy bin4. In this way, we

4 Note that Eq. 2 returns a better approximation if the width
of the micro bins decreases, and/or Nb increases, and/or the

Fermi-LAT, Phys. Rev. Lett.121, 241101 (2018)



Cross correlation between IGRB and galaxies

• Yet another probe of gamma-
ray sources due to 
measurements of cross 
correlations between IGRB 
and galaxy catalogs


• Originally proposed for dark 
matter annihilation (Ando et 
al. 2014) and was recently 
proven to be a strong probe


• This can also be applied to 
any neutrino sources if they 
are of pp origin! 

• The neutrino spectrum is 
very similar to that of 
gamma rays

Cuoco et al., Astrophys. J. Suppl. Ser. 232, 10 (2017)
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FIG. 10.— Same as Fig. 8 but for the DR6-QSOs CAPS measured in three redshift bins: z 2 [0.0,1.0] (left), z 2 [1.0,2.0] (middle), z 2 [2.0,4.0] (right).

FIG. 11.— Same as the left panel of Fig. 7 but for the cross-correlation of the full 2MPZ sample with Fermi-LAT P8 data, as well as for the three redshift slices
adopted in the analysis.

dominated by the 1-halo term and the contribution of the 2-
halo term is negligible. The �2 analysis of the CAPS con-
firms this impression. Table 2 shows that the cross-correlation
signal is indeed dominated by the term C1h, which is clearly
detected in all energy bins, whereas for the two-halo term,
A2hC80, we obtain only upper limits. In the right-hand panel
of Fig. 7, the best-fit values of C1h are shown together with
the PSF-deconvolved CAPS. The energy dependence of the
best-fitting 1- and 2-halo terms in the eight narrow energy
bins is presented in Fig. 8. The 1-halo term dominates over a
large fraction of the energy range considered. The contribu-
tion from the 2-halo term becomes significant beyond 30 GeV
and matches the 1-halo term at ⇠ 100 GeV.

Based on this evidence, we confirm the interpretation pro-
posed by X15: the cross-correlation signal arises from NVSS
objects also emitting in �-rays. This is a sound argument since

radio galaxies are often associated with �-ray emitters (Acero
et al. 2015). However, this interpretation does not hold at very
high energies. At E ⇠ 100 GeV the cross-correlation has a
significant 2-halo component, and it is thus contributed by �-
ray sources residing in different halos than those of the nearest
NVSS source. From Tab. 3, for the DPL model the slope of
the 1-halo term is ⇠ 2.3, while the 2-halo component is basi-
cally rejected by the fit, and in the plot is seen to give some
contribution only at very low energies. In particular, at ⇠100
GeV the DPL fit predicts a 2-halo term that is several orders of
magnitude smaller than the 2-halo datapoint inferred from a
fit performed using eight narrow energy bins. This mismatch
appears either because the DPL fit is dominated by the low
energy data points, where indeed the 1-halo term dominates,
or because a simple power law is not able to represent well
the 2-halo component at ⇠ 100 GeV without overpredicting



Spectral constraints
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Dependence on α and δ
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Dependence on α and δ
Soft spectrum
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Dependence on α and δ
Soft spectrum Fast evolution

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Constraints on high-energy neutrinos

• Spectral constraints: α has 
to be smaller than ~2.2 (cf. 
Murase, Ahlers, Lacki 2013)

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)
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Constraints on high-energy neutrinos

• Spectral constraints: α has 
to be smaller than ~2.2 (cf. 
Murase, Ahlers, Lacki 2013)

• Tomographic constraints:

• If δ is smaller than ~3, 
source with spectrum 
softer than E−2.1 is 
disfavored

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Constraints on high-energy neutrinos

• Spectral constraints: α has 
to be smaller than ~2.2 (cf. 
Murase, Ahlers, Lacki 2013)

• Tomographic constraints:

• If δ is smaller than ~3, 
source with spectrum 
softer than E−2.1 is 
disfavored

• If δ ~ 4, both spectral and 
tomographic data give 
comparable constraints

Ando, Tamborra, Zandanel, Phys. Rev. Lett. 115, 221101 (2015)



Possible pp sources
Star-forming/starburst galaxies

Clusters of galaxies

• Cosmic rays accelerated through large-scale-structure shocks or 
provided by sources (AGNs, galaxies)


• In both cases, δ is very small (i.e., clusters are found only in low-z)

• No direct measurement of δ yet

• Infrared luminosity density suggests 

δ ~ 3−4

The PEP HerMES Luminosity Function 23

density of spiral galaxies decreases rapidly at z>0.5, while
that of SF-AGN stays nearly constant at 0.5<

⇠ z<
⇠ 2.5, largely

dominating in that redshift range. Starburst galaxies never
dominate, while the number density of the bright AGN (both
AGN1 and AGN2) increases with redshift, from ⇠10�4 Mpc�3

at z⇠0 to ⇠1–2⇥10�3 Mpc�3 at z⇠3. At higher redshifts
the AGN population largely dominates the number density.
If the overall contribution to the IR luminosity density
(⇢IR) from the AGN components of galaxies is small, ⇢IR
can be considered as a proxy of the SFR density (⇢SFR).
As a further check, we have therefore studied the evolu-
tion of the SF-AGN population (which dominates the distri-
bution of sources) by dividing this class into SF-AGN(SB)

and SF-AGN(Spiral) sub-classes and studying their evolu-
tion separately. Indeed, we have found di↵erent evolution-
ary paths for the two populations, the former dominat-
ing at higher redshifts and showing a behaviour similar to
that of AGN-dominated sources (e.g. AGN1 and AGN2), the
latter dominating at intermediate redshifts (between z⇠1
and 2), rising sharply from z⇠2 toward the lower redshifts
and decreasing, while the spiral population rises at z<

⇠ 1.
These evolutionary trends, in terms of number and lumi-
nosity density, have been reported in Fig. 18 as orange
dot-dot-dot-dashed (SF-AGN(SB)) and dark-green dashed
(SF-AGN(Spiral)) curves.
Galaxies following the SFR–mass relation are always domi-
nant over the o↵-MS population, at all redshifts (although
their space density decreases with increasing z, as well as
the “global” number density), while the number density of
the latter population remains nearly constant between z⇠0.8
and z⇠2.2.
In all the mass bins, the trends with redshift of the galaxy
number densities are similar to the “global” one, decreasing
at higher redshifts, although with slightly di↵erent slopes
for the di↵erent mass intervals. The number densities of
low mass galaxies (8.5<log(M/M�)<10), reported in the
top right panel of Fig. 18, have been computed by inte-
grating the best-fitting modified Schechter function only
to z⇠2, since data were not enough to derive reliable fits
at higher redshifts. To this redshift, these sources outnum-
ber the higher mass ones, although they fall steeply above
z⇠1, when they reach about the same volume density of
higher mass galaxies (10<log(M/M�)<11). Massive objects
(log(M/M�)>11) never dominate (always below 5 per cent)
the total number density.

The total IR LF allows a direct estimate of the total
comoving IR luminosity density (⇢IR) as a function of z,
which is a crucial tool for understanding galaxy formation
and evolution. Although ⇢IR can be converted to a SFR
density (⇢SFR) under the assumption that the SFR and LIR

quantities are connected by the Kennicutt (1998) relation,
before doing that we must be sure that the total IR lu-
minosity is produced uniquely by star-formation, without
contamination from an AGN. The SED decomposition and
separation into AGN and SF contributions show a negligible
contribution to LIR (<10 per cent) from the AGN in most
of the SF-AGN, and a SF component dominating the far-
IR even in the majority of more powerful AGN (AGN1 and
AGN2). Here we prefer to speak in terms of ⇢IR rather than
of ⇢SFR, since, especially at high redshift – where the AGN-
dominated sources are more numerous – the conversion of
⇢IR could represent only an upper limit to ⇢SFR. Note, how-

Figure 17. Redshift evolution of the total IR luminosity den-
sity (⇢IR, obtained by integrating the Schechter functions that
best reproduce the total IR LF down to log(L/L�)=8) to z=4.
The results of integrating the best-fitting curve for our observed
total IR LF in each z-bin are shown as black filled circles (the
grey filled area is the ±1� uncertainty locus) and compared with
estimates from previous mid-IR surveys (magenta filled area, Le
Floc’h et al. 2005; orange filled triangles, Caputi et al. 2007; blue
open triangles, Rodighiero et al. 2010a; and green open circles,
Magnelli et al. 2011). The upward pointing arrow in the highest-z
bin means that, due to the large fraction of photometric redshifts
and the fact that the PEP selection might miss high-z sources,
our 3.0<z<4.2 ⇢IR estimate is likely to be a lower limit.

ever, that since this population is never dominant in our IR
survey, we do not expect that contamination related to ac-
cretion activity occurring in these objects (mainly at high-z)
can significantly a↵ect the results in terms of ⇢SFR.

In Fig. 17 we show ⇢IR estimated from our total IR LF
and compare it with results obtained from previous IR sur-
veys (Le Floc’h et al. 2005; Caputi et al. 2007; Rodighiero
et al. 2010a; Magnelli et al. 2011). In the common redshift
intervals (0<

⇠ z<
⇠ 2–2.5), we find very close agreement with

previous results based on IR data, especially with the Mag-
nelli et al. (2011) derivation. As well as previous findings, ⇢IR
from PEP shows the rapid rise from z⇠0 to z⇠1, followed
by a flattening at higher redshifts. The indications from our
survey are that the intermediate redshift flattening is fol-
lowed by a high redshift decline, which starts around z⇠3.
From our data, ⇢IR evolves as (1+z)3.0±0.2 up to z⇠1.1, as
(1+z)�0.3±0.1 from z⇠1.1 to z⇠2.8, then as (1+z)�6.0±0.9

up to z⇠4.
In the bottom panels of Fig. 18 we plot the di↵erent con-

tributions to ⇢IR from the di↵erent SED populations (left),
from the on- and o↵-MS sources (middle) and from the dif-
ferent mass intervals. We notice a predominance of spiral–
SED galaxies only at low redshifts (z<0.5–0.6), when SF-AGN

begin to dominate ⇢IR up to z⇠2.5. The starburst SED
galaxies are never the prevalent population, although their
contribution to ⇢IR increases rapidly from the local Universe
to z⇠1, then keeps nearly constant to z⇠2.5, to decrease
at higher redshifts. The SF-AGN(SB) and SF-AGN(Spiral)

contributions to ⇢IR show opposite trends, with the former
sharply increasing towards the higher redshifts (dominat-
ing at z>2), and the latter prevailing between z⇠1 and ⇠2,
then dropping at higher redshifts. AGN1 and AGN2 start dom-

c� 2012 RAS, MNRAS 000, 2–29

Gruppioni et al., Mon. Not. R. Astron. Soc. 432, 23 (2013)



Exception: Hidden pp sources?
3

decay, we obtain the cooling break energies:

Eπ(1)
ν,cb = 30 GeV, (1)

Eπ(2)
ν,cb = 100 GeV, (2)

corresponding to E′(1)
π,cb and E′(2)

π,cb. The dependence on the

jet parameters is given by E−1
j Γ7

bθ
2
j tjt2v and (ϵe+ϵB)−1Γb

for Eqs. (1) and (2), respectively. We note that the first
break energy is strongly sensitive to the value of Γb (it
is less severe if one assumes Γb ∼ θ−1

j , following RMW).
This means that the model is quite uncertain, but at the
same time, that the detection of neutrinos could precisely
constrain the Lorentz factor of the jet.

The neutrino spectrum from kaon decays is much more
favorable, for three reasons. First, radiative cooling is
much less efficient than for pions, since kaons are heavier
and the radiative cooling timescale is t′rc ∝ m4. Sec-
ond, the kaon lifetime is a factor ∼ 2 shorter. Third, a
larger mass also shortens the particle lifetime because of
a smaller Lorentz factor at fixed energy. Thus the cooling
breaks of kaons occur at much higher energies:

EK(1)
ν,cb = 200 GeV, (3)

EK(2)
ν,cb = 20, 000 GeV, (4)

where the scaling is the same as Eqs. (1) and (2). The
maximum energy Eν,max = ΓbE′

K,max/2 is only slightly
above the second break for a canonical parameter set, al-
though this could be changed for other parameter choices.
Measurement of the sharp edge of the neutrino spectrum
would be a sensitive test of the maximum proton energy,
and hence the physical conditions in the jet.

Neutrino Burst Detection.—We first estimate the nor-
malization of the neutrino spectrum, evaluating the flu-

ence at the first break energy, Fν,0 ≡ Fν(E(1)
ν,cb). Assum-

ing efficient energy conversion from protons to mesons,
and that half of the mesons are charged, we obtain

Fν,0 =
⟨n⟩Bν

8

Ej

2πθ2
jd

2 ln(E′
p,max/E′

p,min)

1

E(1)2
ν,cb

, (5)

where d is the source distance, ⟨n⟩ is the meson multiplic-
ity (1 for pions and 0.1 for kaons), Bν is the branching
ratio of the decay into neutrino mode (1 for pions and 0.6
for kaons), and the factor ln(E′

p,max/E′
p,min) normalizes

the proton spectrum to the jet energy. For canonical pa-
rameter choices and for a nearby source at d = 10 Mpc,
Fν,0 becomes 5 × 10−2 and 5 × 10−5 GeV−1 cm−2, for
neutrinos from pion and kaon decays, respectively. The
parameter dependence is E3

j Γ−14
b θ−6

j t−2
j t−4

v d−2.
We calculated the expected signal from one supernova

neutrino burst, using the code ANIS (All Neutrino In-
teraction Generator) [11]. We neglect the effects of neu-
trino oscillations, as they are below the uncertainties of
the model. Figure 2(a) shows the event spectrum from

FIG. 2: (a) Event spectrum of neutrino-produced muons from
a supernova at 10 Mpc in a 1 km3 detector. Contributions
from π

± and K
± decays are shown as dotted and dashed

curves, and the total as a solid curve. The atmospheric neu-
trino background is shown for comparison; it is evaluated for
1 day and within a circle of 3◦ radius. (b) The same, but
cumulative event number above a given energy.

the muon neutrinos and antineutrinos from a supernova
at 10 Mpc, and in Fig. 2(b), we show the yields above
a given energy. We used a detector effective area of 1
km2, which is reasonable for IceCube in the case of up-
going muons [12]. We took into account the muon range,
which effectively enlarges the detector volume, and eval-
uated the muon energy when it enters the detector if it is
produced outside, or at the production point otherwise.
Since the spectrum of neutrinos from pions falls steeply,
their expected event spectrum is also steep, and there-
fore, if we lower the threshold, many more events would
be expected, as shown in Fig. 2(b). The spectrum of
neutrinos from kaons, on the other hand, is much flatter,
making them the dominant component at high energies.

If we take 100 GeV as the threshold muon energy for
IceCube (for a transient point source), we expect about
30 events from a core-collapse supernova at 10 Mpc,
mostly from kaons. (If the proton spectral index is not
−2.0, but is instead −1.5 or −2.5, the expected number
of events is 40 or 3, respectively.) These events cluster
in a 10 s time bin and a ∼ 3◦ angular bin surrounding
the supernova, which allows very strong rejection of at-
mospheric neutrino backgrounds. If the source is farther
and the expected number only a few events, then we may
use a more conservative time bin, e.g., a 1-day bin cor-
related with optical observations, considering the time
uncertainty between the neutrino burst and an optical
supernova. The atmospheric neutrino background for 1

Ando, Beacom, Phys. Rev. Lett. 95, 061103 (2005)
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FIG. 5: Top panel: Diffuse intensity for one neutrino flavor
after flavor oscillations as a function of the energy and for
ζSN = 1, 10, and 100%, plotted with a dashed, solid and dot-
dashed line, respectively. The blue band and the black data
points correspond to the best fit power-law model and the Ice-
Cube data from Ref. [20]. ζSN = 100% is incompatible with
the current IceCube data, while ζSN = 10% is marginally al-
lowed. Bottom panel: Partial contributions to the diffuse neu-
trino intensity for one neutrino flavor from different regimes
of Γb, for ζSN = 10%. As Γb increases, the neutrino spectrum
peaks at larger neutrino energies.

become more stringent in the next future at the light of
the increasing statistics of the IceCube data sets.

IV. CONCLUSIONS

The most likely scenario explaining the formation of
the long-duration astrophysical bursts is the development
of a jet out of a black hole or an accretion disk, soon
after the core collapse of a supernova. However, obser-
vational evidence suggests that only a small fraction of
supernovae evolves in high-luminosity gamma-ray bursts
with highly-relativistic jets. Probably, softer jets, non-
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FIG. 6: Contour plot the allowed abundance of choked bursts
expressed as a fraction of the local supernova rate that goes
in choked jets, ζSN, and as a function of the jet energy Ẽj .
The yellow region is compatible with the IceCube data [20]
and the dark green one is excluded; the light green region is
marginally compatible.

visible or scarcely visible electromagnetically, could orig-
inate from the remaining optically thick supernova heirs.
These objects are possibly even more abundant that the
ones leading to visible gamma-ray bursts and are known
as choked gamma-ray bursts.

In this paper, we study the supernova–gamma-ray
burst connection, by assuming that successful high-
luminosity gamma-ray bursts and choked jets originate
from the same class of sources having core-collapse super-
novae as common progenitors. We hypothesize that the
local rate of such sources decreases as the Lorentz boost
factor Γb increases. In order to investigate the neutrino
emission from this class of astrophysical jets, we define a
general neutrino emission model, including hadronuclear
and photomeson interactions as well as cooling processes
for mesons and protons. For simplicity, we assume that
successful and choked bursts have identical jet properties
except for the Lorenz factor Γb.

We find that the neutrino fluence peaks in different en-
ergy ranges according to the Lorenz boost factor, rang-
ing from TeV energies for low-Γb bursts to PeV energies
for high-Γb bursts. The neutrino production in low-Γb

jets is mainly due to hadro-nuclear interactions, while it
is mainly determined by photon-meson interactions for
bursts with high-Γb.

The high-energy neutrino flux currently observed by
the IceCube telescope could be generated, especially in
the PeV region, from bursts with intermediate values of
Γb with respect to the typical ones of choked and bright
GRBs: Γb ∈ [10, 130]. Such sources with intermediate
values of Γb are optically thick, therefore not or scarcely
visible in photons, and pp and pγ interactions are both
effective for what concerns the neutrino production.

GRB-like jets, but richer with baryons (i.e., slower jets and optically thick): 
hence cannot be identified with gamma rays

Tamborra, Ando, Phys. Rev. D 93, 053010 (2016) 



Conclusions
• Given no source was detected, it is important to take model-

independent, data-drive approaches


• Traditional approaches can be interpreted in terms of flux 
distribution: zeroth moment as number of sources; first 
moment as energy spectrum of diffuse flux


• The second moment (variance) can be adopted to constrain 
source populations: those with N*<100 are already excluded


• Two-point information is already available from gamma-ray—
galaxy cross correlations, which can be applied to 
stringently constrain neutrino sources if they are of pp origin


