
ILC on the NAF 

  Steve Aplin & Angela Lucaci-Timoce 
   DESY 

  NUC Face-to-Face@DESY 
   11th November 2009  



ILC NAF User Base 
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•  28 ILC Users Registered for the NAF 

•  23 of these are resident at DESY 

•  The others are spread across different institutes 

•  Slow-yet-Steady take up 



ILC’s view of the NAF 
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•  Great. It really provides a very useful tool. 
•  We need the Grid resources for MC production and do not 

want to impede that, therefore the NAF provides us with 
large computing resources on demand. 

•  The flexibility and reliability of the NAF allows a problem to 
be attacked quickly, even perhaps in a Brute-Force 
approach, where a procedure is not yet established, this 
would be very time consuming on the Grid.   

•  Used extensively during the preparation for the LoI, we 
were able to put our complete ILD LoI data set in “cut 
down” form on the LUSTRE. 



Typical Use Cases 
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•  Examples using Testbeam Data:  
–  effect of coherent fluctuations (e.g. due to temperature) on 

energy resolutions in case of single particles 
–   lateral profiles in CALICE tile HCAL 



Typical Use Cases 
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•  Example of Reconstruction algorithm development 
and analysis: 
–  TPC Background Survival 
–  required ~ 500GB  

PHYSICS PERFORMANCE

assumed for ILD, 150 BXs of beam-related background correspond to a voxel occupancy of
approximately 0.05 % (the TPC voxel size is taken to be 1 mm in the φ direction, 6mm in r
and 5 mm in z).

Figure 1.2-5 shows the TPC hits for a single tt event at
√

s = 500GeV overlayed with
150 BXs of pair-background hits. On average there are 265,000 background hits in the TPC,
compared to the average number of signal hits of 23100 (8630 from charged particles with
pT >1 GeV). Even with this level of background, the tracks from the tt event are clearly
visible in the rφ view. A significant fraction of the background hits in the TPC arise from
low energy electrons/positrons from photon conversions. These low energy particles form
small radius helices parallel to the z axis, clearly visible as lines in the rz view. These
“micro-curlers” deposit charge on a small number of TPC pads over a large number of BXs.
Specific pattern recognition software has been written to identify and remove these hits prior
to track reconstruction. (Whilst not explicitly studied, similar cuts are expected to remove
a significant fraction of hits from beam halo muons.) Figure 1.2-6 shows the TPC hits after
removing hits from micro-curlers. Whilst not perfect, the cuts remove approximately 99 %
of the background hits and only 3% of hits from the primary interation and the majority of
these are from low pT tracks. Less than 1 % of hits from tracks with pT >1 GeV originating
from the tt event are removed.

This level of background hits proves no problem for the track-finding pattern recognition
software, as can be seen from Figure 1.2-7. Even when the background level is increased by a
factor of three over the nominal background no degradation of TPC track finding efficiency
is observed for the 100 events simulated. This study demonstrates the robustness of TPC
tracking in the ILC background environment.

These conclusions are supported by an earlier study based on a detector concept with
B = 3.0 T, a TPC radius of 1.9 m and TPC readout cells of 3 × 10 mm2. This earlier
study used a uniform distribution of background hits in the TPC volume, but included a
very detailed simulation of the digitised detector response and full pattern recognition is
performed in both time and space. The TPC reconstruction efficiency as a function of the
noise occupancy is presented in Section ??; there is essentially no loss of efficiency for 1 %

FIGURE 1.2-5. The rz and rφ views of the TPC hits from a 500GeV tt event (blue) with 150 BXs of
beam background (red) overlayed.
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User Comments 
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•  What is the optimal use of the LUSTRE space, how about 
Quotas?   

•  How “Scratchy” is the LUSTRE space? 
•  Where excactly should we put our log files? 
•  Is ssh –A like behaviour possible when logging in? 
•  The RFC compliant proxies created by auto-proxy have 

caused some headaches. 
•  Very happy with the SGE_TASK_ID variable from SGE, 

makes parralelizing jobs much simpler. 
•  Use of gsidcap makes things very easy for access to the 

DESY SE. 



Plans for the Future 
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•  Technical Design Report (TDR) will be submitted by the 
end of 2012. 

•  This will require similar studies as done in the LoI, 
although background studies will play a much more 
prevalent role – which means of course much slower jobs. 

•  Analysis procedures will need to be refined. 
•  Test-beam programs, not just CALICE, will have to deliver 

somewhat definitive results for the TDR. 
•  Dealing with 32bit and 64bit worlds.  
•  Improving our ILC NAF webpage. 



Summary  
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•  Both the ILC and CALICE VO’s are very happy with 
the unique facility which the NAF offers. 

•  No problems seen during SL4 to SL5 migration by 
either VO. 

•  Appologies for the slow take up of ilc:/ilc/de and 
calice:/calice/de, somewhat misunderstood, this will 
be used in future. 

•  Thanks, “More of the Same Please…” 


