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that is

E = S +
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⇡
log S + . . . (3.83)

Restoring the coupling constant, the leading behaviour of energy as a function of S � 1 is
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The GKP conjecture about the logarithmic scaling violation is that

E � S = f(�) log
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�

. (3.85)

The function f(�) encodes all orders of perturbation theory and is called “cusp anomalous dimen-
sion” due to its origin from the Wilson loop considerations.

In the N = 4 theory the corresponding operator on the leading Regge trajectory for large spin
is
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3.3 Uniform light-cone gauge

The main idea is to fix the gauge and
obtain 2dim massive integrable QFT

3.3.1 Parametrisation of the coset

Thus, we regard su(2, 2) and su(4) as real vector spaces spanned by the following set of generators

su(2, 2) ⇠ spanR
�

1

2

�i, i

2

�5, 1

4

[�i, �j ], i

4

[�5, �j ]
 

, i, j = 1, . . . , 4,

su(4) ⇠ spanR
�

i

2

�i, 1

4

[�i, �j ]
 

, i, j = 1, . . . , 5.
(3.87)

Together with the central element i , this set of generators provides an explicit basis for the bosonic
subalgebra of su(2, 2|4). Also
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Parametrise a coset representative as

g = ⇤(t, �) g(�) g(X) , (3.90)

where g(�) ⌘ gf. Obviously, an element G corresponding to global shifts t ! t + a, � ! � + b can
be identified with ⇤(a, b). Thus, under the left multiplication

G · g = ⇤(a, b)⇤(t, �) g(�) g(X) = ⇤(t + a, � + b) g(�) g(X) , (3.91)
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Uniform light-cone gauge

i.e. both � and X remain untouched by this transformation. In other words, with our new choice
(3.90), not only the fermions � but also all the remaining eight bosons zi and yi, appear to be
neutral under the isometries related to t and � !

The centralizer of the u(1)-isometries corresponding to shifts of t and � in the algebra su(2, 2)�
su(4) coincides with

C = so(4) � so(4) = su(2) � su(2) � su(2) � su(2) , (3.92)

where the first factor is so(4) ⇢ so(4, 1) ⇢ so(4, 2) and the second one so(4) ⇢ so(5) ⇢ so(6). Indeed,
both copies of so(4) are generated by 1

4

[�i, �j ], i, j = 1, . . . , 4 because the latter matrices commute
with i�5 generating shifts in the t- or �-directions. Let now G be a group element corresponding to
a Lie algebra element from (3.92). Then G ⇤(t, �) G�1 = ⇤(t, �). Due this condition, one gets

G · g = ⇤(t, �) · Gg(�)G�1 · Gg(X)G�1 · G .

Now one can recognize that the last G in the right hand side of this formula is nothing else but the
compensating element h from SO(4, 1) ⇥ SO(5): h = G. Indeed, the adjoint transformation with G
preserves the structure of the coset element g(X), because the generator 1

4

[�i, �j ] commutes with �k

for j 6= k 6= i and is equal to 2�j for k = j. Thus, under the action of G both bosons and fermions
undergo a linear transformation

� ! �0 = G �G�1 , X ! X0 = GXG�1 .

To conclude, the centralizer C of the isometries related to t and � induces linear transformations of
the dynamical variables.

In summary, the bosonic symmetry algebra C which commutes with an element ⇤(t, �) coin-
cides with four copies of su(2). The corresponding group acts linearly on the remaining dynamical
variables. We choose to parametrize these dynamical variables by fields

Z↵↵̇ , Y aȧ , ✓a↵̇ , ⌘a↵̇ ,

which transform in the bi-fundamental representation of su(2). They comprise 8 transverse bosons
and 16 real fermions.

3.3.2 Gauge fixing

We first start from the bosonic string propagating in the AdS
5

⇥ S5 space-time. This theory is
described by the Polyakov action

S = �g

2
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XNG
MN

,

where g is an e↵ective string tension, XM = {t, �, xµ} are string embedding coordinates and G
MN

is a target space metric independent on � and t. Shifts of t and � are therefore isometries of this
metric. We introduce the canonically conjugate momentum

p
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and rewrite the string action in the first-order formalism
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AdS5 ⇥ S5 metric: ds2 = fa(z)dt
2 + ga(z)dz

2
i| {z }

AdS5

+ fs(y)d�
2 + gs(y)dy

2
i| {z }

S5

Linear isometries (shifts): t ! t + const � ! � + const

• t – global time of AdS5 ⇥ S5 =) space-time energy E

• � – angle on S5 =) angular momentum (spin) J

Introduce the light-cone coordinates and the light-cone momenta

t = x+ � x� � = x+ + x�

p
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=
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Uniform light-cone gauge
x+ = ⌧ p+ = 1

[ Frolov and G.A. 0411089]
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are two Virasoro constraints. Introduce the light-cone coordinates
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+
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In terms of the light-cone coordinates the action takes the form
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There are two Noether charges corresponding to isometries of t and �, we denote them E and J ,
respectively. We have

P� =

Z
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�r

d� p� = J � E , P
+

=

Z

r

�r

d� p
+

= (1 � a) J + a E .

The light-cone gauge consists in using two di↵eomorphisms of the world-sheet to impose the following
two conditions in the phase space

x
+

= ⌧ + a m� , p
+

= 1 .

The condition p
+

= 1 means that the light-cone momentum is distributed uniformly along the string,
and this explains the word “uniform” in the name of the gauge. The integer number m is the winding
number which represents the number of times the string winds around the circle parametrized by �.
The winding number appears because we consider closed strings and the coordinate � is an angle
variable with the range 0  �  2⇡ and, therefore, it has to satisfy the constraint:

�(r) � �(�r) = 2⇡m , m 2 Z .

The gauge choice implies that
r = 1

2

P
+

,

implying that the light-cone string sigma model is defined on a cylinder of circumference equal to
the total light-cone momentum P

+

.

To find the gauge-fixed action, we first solve the Virasoro constraint C
2

for x0
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= x0
� + amp� + p
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then we substitute the solution into C
1

and solve the resulting quadratic equation for p�. Substi-
tuting all these solutions into the string action, we end up with the gauge-fixed action
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ẋµ � H) ,

where

H = �p�(p
µ

, xµ, x0µ)

is the density of the world-sheet Hamiltonian which depends only on the physical fields p
µ

, xµ. It is
worth noting that H has no dependence on P

+

, and the dependence of the gauge-fixed action and
the world-sheet Hamiltonian H =

R
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�r

d� H on P
+

comes only through the integration bounds ±r.
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which are to be solved after imposing a gauge condition.

The invariance of the string action under the shifts of the time and space coordi-
nates, t and �, of the manifold leads to the existence of two conserved charges
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ẋµ � H) ,

where

H = �p�(p
µ

, xµ, x0µ)

is the density of the world-sheet Hamiltonian which depends only on the physical fields p
µ

, xµ. It is
worth noting that H has no dependence on P

+

, and the dependence of the gauge-fixed action and
the world-sheet Hamiltonian H =

R

r

�r

d� H on P
+

comes only through the integration bounds ±r.

50

where

C
1

= GMNp
M

p
N

+ g2X 0MX 0NG
MN

, C
2

= p
M

X 0M

are two Virasoro constraints. Introduce the light-cone coordinates

x� = � � t , x
+

= (1 � a)t + a�

p� = p
�

+ �
t

, p
+

= (1 � a)p
�

� ap
t

.

In terms of the light-cone coordinates the action takes the form

S =

Z

r

�r

d�d⌧

✓

p�ẋ
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ẋ� + p
µ
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In addition, the physical states should also satisfy the level-matching condition
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that follows by integrating the Virasoro constraint C
2

over � and taking into account that � is an
angle variable.

The gauge-fixed action is obviously invariant under the shifts of the world-sheet coordinate �.
This leads to the existence of the conserved charge

P = �
Z

r

�r

d� p
µ

x0µ ,

which is just the total world-sheet momentum of the string. In what follows we will be mostly
interested in the zero-winding number case, m = 0 because only in this case the large tension
perturbative expansion is well-defined. Then the level-matching condition simply states that the
total world-sheet momentum vanishes for physical configurations

�x� = p
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= 0 , m = 0 .

The physical Hamiltonian density is

H =
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.

The world-sheet light-cone Hamiltonian has a very complicated non-linear dependence on the physi-
cal coordinates and momenta, and it could hardly be used to perform a direct canonical quantization
of the model.

The world-sheet Hamiltonian in the light-cone gauge is related to the target space-time energy
E and the U(1) charge J as follows

H =

Z

r

�r

d� H = E � J . (3.93)

E � J =

Z

J/2

�J/2

d� H = H . (3.94)

According to the AdS/CFT correspondence, the space-time energy E of a string state is identified
with the conformal dimension � of the dual CFT operator: E ⌘ �. Since the Hamiltonian H is
a function of P

+

= (1 � a)J + aE, for generic values of a the relation above gives us a nontrivial
equation on the energy E. Computing the spectrum of H and solving the equation (3.94) would
allow one to find conformal dimensions of dual CFT operators.

Two gauge choices

1. Temporal gauge a = 0
t = ⌧ , P

+

= J

In this gauge the world-sheet Hamiltonian depends on J only and therefore its spectrum
immediately determines the space-time energy E.
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= 1 means that the light-cone momentum is distributed uniformly along
the string, and this explains the word “uniform” in the name of the gauge. The integer number
m is the winding number which represents the number of times the string winds around the cir-
cle parametrized by �. The winding number appears because we consider closed strings and the
coordinate � is an angle variable with the range 0  �  2⇡ and, therefore, it has to satisfy the
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�(r) � �(�r) = 2⇡m , m 2 Z .

The gauge choice implies that
r = 1

2

P
+

,
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Uniform light-cone gauge
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The gauge-fixed action is obviously invariant under the shifts of the world-sheet coordinate �.
This leads to the existence of the conserved charge
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which is just the total world-sheet momentum of the string. In what follows we will be mostly
interested in the zero-winding number case, m = 0 because only in this case the large tension
perturbative expansion is well-defined. Then the level-matching condition simply states that the
total world-sheet momentum vanishes for physical configurations
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The world-sheet light-cone Hamiltonian has a very complicated non-linear dependence on the physi-
cal coordinates and momenta, and it could hardly be used to perform a direct canonical quantization
of the model.

The world-sheet Hamiltonian in the light-cone gauge is related to the target space-time energy
E and the U(1) charge J as follows
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According to the AdS/CFT correspondence, the space-time energy E of a string state is identified
with the conformal dimension � of the dual CFT operator: E ⌘ �. Since the Hamiltonian H is
a function of P

+

= (1 � a)J + aE, for generic values of a the relation above gives us a nontrivial
equation on the energy E. Computing the spectrum of H and solving the equation (3.94) would
allow one to find conformal dimensions of dual CFT operators.

Two gauge choices

1. Temporal gauge a = 0
t = ⌧ , P

+

= J

In this gauge the world-sheet Hamiltonian depends on J only and therefore its spectrum
immediately determines the space-time energy E.
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The world-sheet light-cone Hamiltonian has a very complicated non-linear dependence on the physi-
cal coordinates and momenta, and it could hardly be used to perform a direct canonical quantization
of the model.

The world-sheet Hamiltonian in the light-cone gauge is related to the target space-time energy
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with the conformal dimension � of the dual CFT operator: E ⌘ �. Since the Hamiltonian H is
a function of P
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= (1 � a)J + aE, for generic values of a the relation above gives us a nontrivial
equation on the energy E. Computing the spectrum of H and solving the equation (3.94) would
allow one to find conformal dimensions of dual CFT operators.

Two gauge choices
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In this gauge the world-sheet Hamiltonian depends on J only and therefore its spectrum
immediately determines the space-time energy E.
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+

+ p
+
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There are two Noether charges corresponding to isometries of t and �, we denote them E and J ,
respectively. We have

P� =

Z

r

�r

d� p� = J � E , P
+

=

Z

r

�r

d� p
+

= (1 � a) J + a E .

The light-cone gauge consists in using two di↵eomorphisms of the world-sheet to impose the following
two conditions in the phase space

x
+

= ⌧ + a m� , p
+

= 1 .

The theory with the condition P = 0 relaxed will be called o↵-shell

The condition p
+
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the string, and this explains the word “uniform” in the name of the gauge. The integer number
m is the winding number which represents the number of times the string winds around the cir-
cle parametrized by �. The winding number appears because we consider closed strings and the
coordinate � is an angle variable with the range 0  �  2⇡ and, therefore, it has to satisfy the
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The gauge-fixed action is obviously invariant under the shifts of the world-sheet coordinate �.
This leads to the existence of the conserved charge
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which is just the total world-sheet momentum of the string. In what follows we will be mostly
interested in the zero-winding number case, m = 0 because only in this case the large tension
perturbative expansion is well-defined. Then the level-matching condition simply states that the
total world-sheet momentum vanishes for physical configurations
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The world-sheet light-cone Hamiltonian has a very complicated non-linear dependence on the physi-
cal coordinates and momenta, and it could hardly be used to perform a direct canonical quantization
of the model.

The world-sheet Hamiltonian in the light-cone gauge is related to the target space-time energy
E and the U(1) charge J as follows
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According to the AdS/CFT correspondence, the space-time energy E of a string state is identified
with the conformal dimension � of the dual CFT operator: E ⌘ �. Since the Hamiltonian H is
a function of P

+

= (1 � a)J + aE, for generic values of a the relation above gives us a nontrivial
equation on the energy E. Computing the spectrum of H and solving the equation (3.94) would
allow one to find conformal dimensions of dual CFT operators.

Two gauge choices

1. Temporal gauge a = 0
t = ⌧ , P

+

= J

In this gauge the world-sheet Hamiltonian depends on J only and therefore its spectrum
immediately determines the space-time energy E.
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ẋµ � H) ,

where

H = �p�(p
µ

, xµ, x0µ)

is the density of the world-sheet Hamiltonian which depends only on the physical fields p
µ

, xµ. It is
worth noting that H has no dependence on P

+

, and the dependence of the gauge-fixed action and
the world-sheet Hamiltonian H =

R

r

�r

d� H on P
+

comes only through the integration bounds ±r.

50

In addition, the physical states should also satisfy the level-matching condition

�x� =

Z

r

�r

d� x0
� = amH �

Z

r

�r

d� p
µ

x0µ = 2⇡m ,

that follows by integrating the Virasoro constraint C
2

over � and taking into account that � is an
angle variable.

The gauge-fixed action is obviously invariant under the shifts of the world-sheet coordinate �.
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which is just the total world-sheet momentum of the string. In what follows we will be mostly
interested in the zero-winding number case, m = 0 because only in this case the large tension
perturbative expansion is well-defined. Then the level-matching condition simply states that the
total world-sheet momentum vanishes for physical configurations
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The world-sheet light-cone Hamiltonian has a very complicated non-linear dependence on the physi-
cal coordinates and momenta, and it could hardly be used to perform a direct canonical quantization
of the model.

The world-sheet Hamiltonian in the light-cone gauge is related to the target space-time energy
E and the U(1) charge J as follows

H =
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According to the AdS/CFT correspondence, the space-time energy E of a string state is identified
with the conformal dimension � of the dual CFT operator: E ⌘ �. Since the Hamiltonian H is
a function of P

+

= (1 � a)J + aE, for generic values of a the relation above gives us a nontrivial
equation on the energy E. Computing the spectrum of H and solving the equation (3.94) would
allow one to find conformal dimensions of dual CFT operators.

Two gauge choices

1. Temporal gauge a = 0
t = ⌧ , P

+

= J

In this gauge the world-sheet Hamiltonian depends on J only and therefore its spectrum
immediately determines the space-time energy E.
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2. Light-cone gauge a = 1

2

x
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= 1
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(t + �) = ⌧ , P
+

= 1

2

(E + J)

The light-cone gauge appears to drastically simplify perturbative computations in the large
tension limit g ! 1.

Two approaches are possible

1. Perturbative approach g ! 1, P
+

! 1 with the ratio g/P
+

kept fixed. In this case it is
useful to rescale � so that the range of � will be from �⇡ to ⇡. The gauge-fixed action then
admits a well-defined expansion in powers of 1/g (or equivalently 1/P

+

), with the leading part
being just a quadratic action for eight massive bosons (and eight fermions for the full model).
The action can be easily quantized perturbatively and subsequently used to compute 1/P

+

corrections to the energy of string states.

2. The decompactification limit where P
+

! 1 with g kept fixed. In this limit the circumference
2r goes to infinity and we get a two-dimensional massive model defined on a plane. Since the
gauge-fixed theory is defined on a plane the asymptotic states and S-matrix are well-defined.
An important observation is that in the limit the light-cone string sigma model admits one- and
multi-soliton solutions. The corresponding one-soliton solutions were named giant magnons
because they are dual to field theory spin chain magnons and also because generically their
size is of order of the radius of S5.

Periodic boundary conditions for the world-sheet fields turn into vanishing boundary conditions to
keep the world-sheet energy H = E � J finite

3.3.3 Symmetry algebra in the light-cone gauge

Denote by Q the conserved charge corresponding to the psu(2, 2|4) symmetry. Linear combinations
of components of the matrix Q produce charges which generate rotations, dilatation, supersymmetry
and so on. To single them out one should multiply Q by a corresponding 8 ⇥ 8 matrix M, and take
the supertrace

QM = str (QM) . (3.95)

It is clear that the diagonal and o↵-diagonal 4 ⇥ 4 blocks of M single out bosonic and fermionic
charges of psu(2, 2|4), respectively. In particular, one can check that the light-cone Hamiltonian can
be obtained from Q as follows

H = � i

2
str (Q⌃

+

) , (3.96)

and the light-cone momentum P
+

is given by

P
+

=
i

4
str(Q ⌃�) , (3.97)

where ⌃’s are 8 ⇥ 8 matrices defined as follows
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. (3.98)
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Light-cone symmetry algebra

Thus, the component A(0) undergoes a gauge transformation, while all the other homogeneous
components transform by the adjoint action.

By construction, the Lagrangian (3.20) depends on the group element g. However, as was shown
above, under the right multiplication of g with a local, i.e. �- and ⌧ -dependent element h 2 SO(4, 1)⇥
SO(5), the homogeneous components A(1), A(2) and A(3) undergo a similarity transformation leaving
the Lagrangian (3.20) invariant. Thus, the Lagrangian actually depends on a coset element from
SU(2, 2|4)/SO(4, 1) ⇥ SO(5), rather than on g 2 SU(2, 2|4).

Local U(1) symmetry. Recall that in the Z
4

-decomposition of A 2 su(2, 2|4) the central element
i occurs in the projection A(2). As a result, under the right multiplication of g with a group element
from U(1) corresponding to i , the component A(2) undergoes a shift

A(2) ! A(2) + c · i .

Since the supertrace of both the identity matrix and A(2) vanishes, this transformation leaves the
Lagrangian (3.20) invariant. Thus, in addition to so(4, 1) ⇥ so(5), we have an extra local u(1)-
symmetry induced by the central element i . Clearly, this symmetry can be used to gauge away the
trace part of A(2). Thus, in what follows we will assume that A(2) is chosen to be traceless, which
can be viewed as the gauge fixing condition for these u(1)-transformations.

Global PSU(2, 2|4) symmetry. The group of global symmetry transformations of the Lagrangian
(3.20) coincides with PSU(2, 2|4). Indeed, PSU(2, 2|4) acts on the coset space (3.1) by multiplication
from the left. If g 2 PSU(2, 2|4) is a coset space representative and G is an arbitrary group element
from PSU(2, 2|4), then the action of G on g is as follows

G : g ! g

0 , (3.24)

where g

0 is determined from the following equation

G · g = g

0
h . (3.25)

Here g

0 is a new coset representative and h is a ”compensating” local element from SO(4, 1)⇥SO(5).
Because of the local invariance under SO(4, 1)⇥SO(5) the Lagrangian (3.20) is also invariant under
global PSU(2, 2|4)-transformations.

Equations of motion. Introduce
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Noether’s current
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�1 . (3.28)

Due to eq.(3.27), this current is conserved:
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In fact, J↵ is nothing else but the Noether current corresponding to global PSU(2,2|4)-symmetry
transformations. The corresponding conserved charge Q is given by the following integral of the J⌧
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Q =

Z

r

�r

d� J⌧ = g

Z

r

�r

d� g

h

�⌧⌧A(2)

⌧

+ �⌧�A(2)

�

� 

2
(A(1)

�

� A(3)

�

)
i

g

�1 . (3.30)

36

i.e. both � and X remain untouched by this transformation. In other words, with our new choice
(3.90), not only the fermions � but also all the remaining eight bosons zi and yi, appear to be
neutral under the isometries related to t and � !

The centralizer of the u(1)-isometries corresponding to shifts of t and � in the algebra su(2, 2)�
su(4) coincides with

C = so(4) � so(4) = su(2) � su(2) � su(2) � su(2) , (3.92)

where the first factor is so(4) ⇢ so(4, 1) ⇢ so(4, 2) and the second one so(4) ⇢ so(5) ⇢ so(6). Indeed,
both copies of so(4) are generated by 1

4

[�i, �j ], i, j = 1, . . . , 4 because the latter matrices commute
with i�5 generating shifts in the t- or �-directions. Let now G be a group element corresponding to
a Lie algebra element from (3.92). Then G ⇤(t, �) G�1 = ⇤(t, �). Due this condition, one gets

G · g = ⇤(t, �) · Gg(�)G�1 · Gg(X)G�1 · G .

Now one can recognize that the last G in the right hand side of this formula is nothing else but the
compensating element h from SO(4, 1) ⇥ SO(5): h = G. Indeed, the adjoint transformation with G
preserves the structure of the coset element g(X), because the generator 1

4

[�i, �j ] commutes with �k

for j 6= k 6= i and is equal to 2�j for k = j. Thus, under the action of G both bosons and fermions
undergo a linear transformation
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a Lie algebra element from (3.92). Then G ⇤(t, �) G�1 = ⇤(t, �). Due this condition, one gets
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Now one can recognize that the last G in the right hand side of this formula is nothing else but the
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� ! �0 = G �G�1 , X ! X0 = GXG�1 .

To conclude, the centralizer C of the isometries related to t and � induces linear transformations of
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In summary, the bosonic symmetry algebra C which commutes with an element ⇤(t, �) coin-
cides with four copies of su(2). The corresponding group acts linearly on the remaining dynamical
variables. We choose to parametrize these dynamical variables by fields
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which transform in the bi-fundamental representation of su(2). They comprise 8 transverse bosons
and 16 real fermions.
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Symmetry Algebra of the Off-shell Theory

The Poisson algebra of the Noether charges on the plane?

• The Noether charge of the symmetry algebra is 8 ⇥ 8 supermatrix Q

• Symmetry generators M 2 psu(2, 2|4) are obtained via projections

QM = str(QM)

• The string Hamiltonian H is one of the generators

• Charge conservation

0 =
dQM

d⌧
=

@QM

@⌧
+ {H,QM}

Charges QM independent of x+ = ⌧ leave H invariant
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Light-cone symmetry algebra

vector space decomposition of J

J = psu(2|2) � psu(2|2) � ⌃
+

� ⌃� .

The rank of the latter subalgebra is six and it coincides with that of psu(2, 2|4). In the case
of infinite P

+

the last generator decouples.

The bosonic rotation generators La
b , R↵

� , the supersymmetry generators Q↵
a, Q†

a
↵,

and three central elements H, C and C† form the centrally extended su(2|2) algebra which
we will denote su(2|2)C . The su(2|2)C algebra relations can be written in the following form

h

La
b, Jc

i

= �bcJa � 1

2
�baJc ,

h

R↵
� , J�

i

= ��� J↵ � 1

2
��↵J� ,

h

La
b, Jc

i

= ��caJb +
1

2
�baJc ,

h

R↵
� , J�

i

= ���↵J� +
1

2
��↵J� ,

{Q↵
a,Q†

b
�} = �abR↵

� + ��↵Lb
a +

1

2
�ab �

�
↵H ,

{Q↵
a,Q�

b} = ✏↵�✏ab C , {Q†
a
↵,Q†

b
�} = ✏ab✏

↵� C† . (3.99)

Here the first two lines indicate how the indices c and � of any Lie algebra generator
transform under the action of La

b and R↵
� . Unitarity of the string sigma model requires

the world-sheet light-cone Hamiltonian H to be hermitian, and the supersymmetry gener-
ators Q↵

a and Q†
a
↵, and the central elements C and C† to be hermitian conjugate to each

other: (Q↵
a)† = Q†

a
↵. If one gives up the hermiticity conditions then all the generators are

considered as independent.

The central elements C and C† are expressed through the world-sheet momentum p
ws

⌘
P as follows

C =
i

2
g (eiP � 1)e2i⇠ , C† = � i

2
g (e�iP � 1)e�2i⇠ . (3.100)

In general, the phase ⇠ is an arbitrary function of the central elements. Its presence reflects
the obvious fact that the algebra (3.99) admits a U(1) outer automorphism: Q ! ei⇠Q , C !
e2i⇠C. In perturbative string theory the phase ⇠ vanishes, as we will see shortly, and we
find it convenient to set ⇠ = 0 for any value of the string tension g. It is important to
realize that the central charges C and C† vanish on the physical subspace P| i = 0 where
the usual su(2|2) algebra is restored.

The remaining generators Lȧ
˙b , R↵̇

˙� , Q↵̇
ȧ, Q†

ȧ
↵̇ form another copy of su(2|2)C with the

same three central elements H, C and C†. Thus, the manifest symmetry algebra of the
light-cone AdS

5

⇥ S5 string sigma model coincides with the sum of two copies of su(2|2)C
sharing the same set of central elements.

In the o↵-shell theory each of psu(2|2)’s picks up the one and the same central extension

The origin of the central charge

A dynamical supersymmetry generator has the following generic structure

QA
B =

Z

d� e±ix�⌦(x, p, �; g) ,
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Centrally extended su(2|2) algebra
The Poisson algebra of the off-shell theory exhibits a central extension

{QM1
,QM2

} = str(Q[M1,M2]) + C(M1,M2)| {z }
cocycle

L
a

b , R
↵

� generate su(2) � su(2) bosonic subalgebra

Q
↵

a, Q†
a

↵ are the supersymmetry generators

H, C, C† are three central elements

{Q
↵

a

,Q
†
b

�} = �
a

b

R
↵

� + �
�

↵

L
b

a +
1

2
�
a

b

�
�

↵

H ,

{Q
↵

a

,Q
�

b} = ✏
↵�

✏
ab

C , {Q†
a

↵

,Q
†
b

�} = ✏
ab

✏
↵�

C
†

Central charge
C = ig(eiP � 1)e2i⇠

The phase ⇠ is related to the value of x�(�1) [ Frolov, Plefka, Zamaklar and G.A. hep-th/0609157]

[In Gauge Theory: Beisert hep-th/0511082]
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{QM1
,QM2

} = str(Q[M1,M2]) + C(M1,M2)| {z }
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Central charge

vector space decomposition of J

J = psu(2|2) � psu(2|2) � ⌃
+

� ⌃� .

The rank of the latter subalgebra is six and it coincides with that of psu(2, 2|4). In the case
of infinite P

+

the last generator decouples.

The bosonic rotation generators La
b , R↵

� , the supersymmetry generators Q↵
a, Q†

a
↵,

and three central elements H, C and C† form the centrally extended su(2|2) algebra which
we will denote su(2|2)C . The su(2|2)C algebra relations can be written in the following form

h

La
b, Jc

i

= �bcJa � 1

2
�baJc ,

h

R↵
� , J�

i

= ��� J↵ � 1

2
��↵J� ,

h

La
b, Jc

i

= ��caJb +
1

2
�baJc ,

h

R↵
� , J�

i

= ���↵J� +
1

2
��↵J� ,

{Q↵
a,Q†

b
�} = �abR↵

� + ��↵Lb
a +

1

2
�ab �

�
↵H ,

{Q↵
a,Q�

b} = ✏↵�✏ab C , {Q†
a
↵,Q†

b
�} = ✏ab✏

↵� C† . (3.99)

Here the first two lines indicate how the indices c and � of any Lie algebra generator
transform under the action of La

b and R↵
� . Unitarity of the string sigma model requires

the world-sheet light-cone Hamiltonian H to be hermitian, and the supersymmetry gener-
ators Q↵

a and Q†
a
↵, and the central elements C and C† to be hermitian conjugate to each

other: (Q↵
a)† = Q†

a
↵. If one gives up the hermiticity conditions then all the generators are

considered as independent.

The central elements C and C† are expressed through the world-sheet momentum p
ws

⌘
P as follows

C =
i

2
g (eiP � 1)e2i⇠ , C† = � i

2
g (e�iP � 1)e�2i⇠ . (3.100)

In general, the phase ⇠ is an arbitrary function of the central elements. Its presence reflects
the obvious fact that the algebra (3.99) admits a U(1) outer automorphism: Q ! ei⇠Q , C !
e2i⇠C. In perturbative string theory the phase ⇠ vanishes, as we will see shortly, and we
find it convenient to set ⇠ = 0 for any value of the string tension g. It is important to
realize that the central charges C and C† vanish on the physical subspace P| i = 0 where
the usual su(2|2) algebra is restored.

The remaining generators Lȧ
˙b , R↵̇

˙� , Q↵̇
ȧ, Q†

ȧ
↵̇ form another copy of su(2|2)C with the

same three central elements H, C and C†. Thus, the manifest symmetry algebra of the
light-cone AdS

5

⇥ S5 string sigma model coincides with the sum of two copies of su(2|2)C
sharing the same set of central elements.

In the o↵-shell theory each of psu(2|2)’s picks up the one and the same central extension

psu(2|2)c.e.

The origin of the central charge is related to the dynamical nature (x�-dependence) of the
supercharges
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vanishes on� shell

leading to a charge QM independent of x+ = ⌧ . Thus, for P+ finite we obtain the following
vector space decomposition of J
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Here the first two lines indicate how the indices c and � of any Lie algebra generator
transform under the action of La

b and R↵
� . Unitarity of the string sigma model requires

the world-sheet light-cone Hamiltonian H to be hermitian, and the supersymmetry gener-
ators Q↵

a and Q†
a
↵, and the central elements C and C† to be hermitian conjugate to each

other: (Q↵
a)† = Q†

a
↵. If one gives up the hermiticity conditions then all the generators are

considered as independent.

The central elements C and C† are expressed through the world-sheet momentum pws ⌘
P as follows

C =
i

2
g (eiP � 1)e2i⇠ , C† = � i

2
g (e�iP � 1)e�2i⇠ . (3.101)

In general, the phase ⇠ is an arbitrary function of the central elements. Its presence
reflects the obvious fact that the algebra (3.100) admits a U(1) outer automorphism:
Q ! ei⇠Q , C ! e2i⇠C. In perturbative string theory the phase ⇠ vanishes, as we will
see shortly, and we find it convenient to set ⇠ = 0 for any value of the string tension g. It
is important to realize that the central charges C and C† vanish on the physical subspace
P| i = 0 where the usual su(2|2) algebra is restored.

The remaining generators Lȧ
ḃ , R↵̇

�̇ , Q↵̇
ȧ, Q†

ȧ
↵̇ form another copy of su(2|2)C with the

same three central elements H, C and C†. Thus, the manifest symmetry algebra of the
light-cone AdS5 ⇥ S5 string sigma model coincides with the sum of two copies of su(2|2)C
sharing the same set of central elements.

In the o↵-shell theory each of psu(2|2)’s picks up the one and the same central extension

psu(2|2)(H,C,C†) = su(2|2)(C,C†)
def
= su(2|2)C

The origin of the central charge is related to the dynamical nature (x�-dependence) of the
supercharges
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Light-cone symmetry algebra

The origin of the central charge

A dynamical supersymmetry generator has the following generic structure

QA
B =

Z

d� e±ix�⌦(x, p, �; g) ,

More precisely,

QA
B =

Z

d� ei↵x� � ·
✓

⌥
1

(x, p) +
1

g
⌥

3

(x, p) + · · ·
◆

+ O(�3) , (3.101)

where ⌥
1

and ⌥
3

are linear and cubic in bosonic fields, respectively.

The bosonic part of the Poisson bracket of two supercharges is of the form

{Q
1

,Q
2

} ⇠
Z 1

�1
d� e±ix�

⇣

⌥(1)

1

(x, p)⌥(2)

1

(x, p)

+
1

g

�

⌥(1)

1

(x, p)⌥(2)

3

(x, p) + ⌥(1)

3

(x, p)⌥(2)

1

(x, p)
�

+ · · ·
⌘

,

Computing the product ⌥(1)

1

(x, p)⌥(2)

1

(x, p), we find

⌥(1)

1

(x, p)⌥(2)

1

(x, p) ⇠ g x0
� +

d

d�
f(x, p) , (3.102)

where f(x, p) is a local function of transversal coordinates and momenta. The first term in
(3.102) nicely combines with e±ix� to give d

d�e±ix� , and integrating this expression over �,
we obtain the sought for central charges

Z 1

�1
d�

d

d�
e±ix� = e±ix�(1) � e±ix�(�1) = e±ix�(�1)

�

e±ip
ws � 1

�

, (3.103)

where we take into account that x�(1) � x�(�1) = p
ws

.

Organization of physical degrees of freedom

Introduce a basis of the four-dimensional fundamental representation of su(2|2)C

|eM i =

⇢

|eai
|e↵i .

Here ✏a = 0 for a = 1, 2 and ✏↵ = 1 for ↵ = 3, 4. On these basis vectors the rotation
generators are realized as

La
b|eci = �bc|eai � 1

2

�ba|eci R↵
� |eai = 0

La
b|e↵i = 0 R↵

� |e�i = ��� |e↵i � 1

2

��↵|e�i .
(3.104)

The supersymmetry generators will then be represented as

Q↵
a|ebi = a �ba|e↵i Q†

a
↵|ebi = c ✏ab✏

↵� |e�i
Q↵

a|e�i = b ✏↵�✏ab|ebi Q†
a
↵|e�i = d �↵� |eai .

(3.105)
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while the remaining central charges take the form

C =
ig

2

✓

x+

x� � 1

◆

e2i⇠ , C =
g

2i

✓

x�

x+
� 1

◆

e�2i⇠ . (3.116)

In what follows we denote the fundamental representation as V (p, ⇣), where

⇣ = e2i⇠ .
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2�
b
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� |eai = 0
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2�

�
↵|e�i .

(3.117)
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(3.118)
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ad � bc = 1 , d⇤ = a , c⇤ = b
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ad � bc = 1 , d⇤ = a , c⇤ = b

H|eM i = (ad + bc)|eM i , C|eM i = ab |eM i , C†|eM i = cd |eM i . (3.119)
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H2 � 4CC⇤ = a2d2 + b2c2 + 2adbc � 4abcd = (ad � bc)2 = 1 . (3.120)

CC⇤ =
g2

4
(1 � eip � e�ip + 1) =

g2

2
(1 � cos p) = g2 sin2 p

2
,

so that we find the dispersion relation

H2 = 1 + 4CC⇤ = 1 + 4g2 sin2 p

2
.
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H =

r

1 + 4g2 sin2 p

2
(3.121)
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!

!

dispersion relation 

The values of the central elements are found to be

H|eM i = (ad + bc)|eM i , C|eM i = ab |eM i , C†|eM i = cd |eM i . (3.108)

In addition, if we require this representation to be unitary, then the parameters have to
satisfy the conditions

d⇤ = a , c⇤ = b .

In unitary representations, H is hermitian and C is the hermitian conjugate of C†.

It is convenient to combine the parameters describing the set of fundamental unitary
representations into the following matrix

h =

✓

a b
c d

◆

.

Since this matrix obeys the relation h†⇢h = ⇢, where ⇢ = diag(1, �1) and it has unit
determinant, it can be thought of as an element of the three-dimensional SU(1, 1) group.
Not all the values of the central charges are allowed, however. Indeed, eqs.(3.107) and
(3.119) imply that

H2 � 4CC̄ = a2d2 + b2c2 + 2adbc � 4abcd = (ad � bc)2 = 1 . (3.109)

This is the so-called shortening condition which defines an atypical (short) multiplet of
su(2|2)C of dimension four. If we multiply h from the right by

✓

a b
c d

◆

!
✓

a b
c d

◆✓

ei 0
0 e�i 

◆

=

✓

aei be�i 

cei de�i 

◆

(3.110)

then the central charges (H, C, C̄) will not change. Thus, the space of central charges is a
two-dimensional coset

SU(1, 1)/U(1)

parametrized by one real variable, which is H, and by the phase of C.

From (3.101) we get

CC̄ =
g2

4
(1 � eip � e�ip + 1) =

g2

2
(1 � cos p) = g2 sin2 p

2
,

so that we find the dispersion relation

H2 = 1 + 4CC̄ = 1 + 4g2 sin2 p

2
.

The transverse fields of the light-cone string theory are 8 bosons and 8 fermions. They are
organised into a bi-fundamental multiplet of su(2|2)C as 2 + 2 complex bosons and 2 + 2
complex fermions.

5

5Wiki: In mathematics and theoretical physics, a bifundamental representation is a representation ob-
tained as a tensor product of two fundamental or antifundamental representations.
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Note on parametrization

H>0

H<0

Poincare disc

Figure 3.2: Two branches of the dispersion relation corresponding to H > 0
and H < 0, respectively. The Poincaré (blue) disk represents the stere-
ographic projection of an upper sheet on the complex plane through the
origin.

We obtained the massive non-Lorentz invariant QFT on a plane. The fields are 2 + 2
complex bosons and 2 + 2 complex fermions transforming in the bifundamental atypical
irrep of su(2|2)C

A convenient parametrization is obtained by replacing

The momentum p with two new but dependent parameters x+, x�

x+

x� = eip , (3.111)

and satisfy the constraint

x+ +
1

x+
� x� � 1

x� =
2i

g
. (3.112)

One can show that a, b, c, d are then expressed through g, x± and ⇠ in the following way

a = ⌘ ei⇠ , b = �⌘
e�

ip
2

x� ei⇠ , c = �⌘
e�i⇠

x+
, d = ⌘ e�

ip
2 e�i⇠ , (3.113)

where the parameter ⌘ is given by

⌘ = e
ip
4

r

igx� � igx+

2
. (3.114)

With this parametrization we find that the central charge H is expressed as

H = 1 +
ig

x+
� ig

x� = igx� � igx+ � 1 , (3.115)

57

H>0

H<0

Poincare disc

Figure 3.2: Two branches of the dispersion relation corresponding to H > 0
and H < 0, respectively. The Poincaré (blue) disk represents the stere-
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while the remaining central charges take the form
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◆

e2i⇠ , C =
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2i

✓

x�

x+
� 1

◆

e�2i⇠ . (3.116)

In what follows we denote the fundamental representation as V (p, ⇣), where

⇣ = e2i⇠ .

u = x+ +
1

x+
� i

g
= x� +

1

x� +
i

g

La
b|eci = �bc|eai � 1

2�
b
a|eci R↵

� |eai = 0

La
b|e↵i = 0 R↵

� |e�i = ��� |e↵i � 1
2�

�
↵|e�i .

(3.117)

Q↵
a|ebi = a �ba|e↵i Q†

a
↵|ebi = c ✏ab✏

↵� |e�i
Q↵

a|e�i = b ✏↵�✏ab|ebi Q†
a
↵|e�i = d �↵� |eai

(3.118)

ad � bc = 1 , d⇤ = a , c⇤ = b

H|eM i = (ad + bc)|eM i , C|eM i = ab |eM i , C†|eM i = cd |eM i . (3.119)

H2 � 4CC⇤ = a2d2 + b2c2 + 2adbc � 4abcd = (ad � bc)2 = 1 . (3.120)

CC⇤ =
g2

4
(1 � eip � e�ip + 1) =

g2

2
(1 � cos p) = g2 sin2 p

2
,

so that we find the dispersion relation

H2 = 1 + 4CC⇤ = 1 + 4g2 sin2 p

2
.

H =

r

1 + 4g2 sin2 p

2
(3.121)

In the o↵-shell theory each of psu(2|2)’s picks up the one and the same central extension

psu(2|2)(H,C,C†) = su(2|2)(C,C†)
def
= su(2|2)C
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rapidity of XXX model

We have
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#
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(4.130)
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4.6 Bethe-Yang equations

x±-variables

4.6.1 Asymptotic Bethe Ansatz

We start with the asymptotic Bethe Ansatz equations in the sl(2) grading. The main Bethe
equations have the form

1 = eiJpk
KI
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l 6=k

S
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l

s
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x�
k

. (4.98)

These equations are supplied with auxiliary Bethe equations for the roots y(↵) and w(↵),
↵ = ±,

KI

Y

i=1

y(↵)k � x�
i

y(↵)k � x+
i

s

x+
i
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↵
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k � i
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, (4.99)
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Y
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i + i
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k � w(↵)

i + 2i
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k � w(↵)

i � 2i
g

. (4.100)

Here we introduced a concise notation ⌫(↵)
k = y(↵)k + 1

y
(↵)

k

. Solutions are therefore character-

ized by the following five excitation numbers

(KIII
� , KII

� , KI, KII
+ , KIII

+ ) .

The number KI is a number of momentum-carrying particles, while KII
↵ and KIII

↵ give the
weights of four SU(2) subgroups which represent a manifest symmetry of the string sigma
model in the light-cone gauge. The SU(4) weights [q1, p, q2] and the spins [s1, s2] of the
corresponding excited state are

q1 = KII� � 2KIII� s1 = KI � KII�
p = J � 1

2(K
II� + KII

+) + KIII� + KIII
+ s2 = KI � KII

+

q2 = KII
+ � 2KIII

+

(4.101)

Instead of weights of su(4) one can use the weights (J1, J2, J3) of SO(6) and the relation
between the two is

J ⌘ J1 =
1

2
(q1 + 2p + q2) , J2 =

1

2
(q1 + q2) , J3 =

1

2
(q2 � q1) . (4.102)

The S-matrix can be found by using the fusion procedure and the following (2) S-matrix
of the fundamental particles

S11
sl(2)(x1, x2) = ��2

12 s12 , s12 =
x+
1 � x�

2

x�
1 � x+

2

1 � 1
x�
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1 � 1
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1

x�
2

, (4.102)
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Instead of weights of su(4) one can use the weights (J1, J2, J3) of SO(6) and the relation
between the two is
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4.6 Bethe-Yang equations

Rapidity u

The momentum p can be replaced with two new but related parameters x±

satisfying the constraint

Elliptic parametrization

The variable z takes values on the elliptic curve (torus) with periods 2!1 and 2!2, where

2!1 = 4K(k) , 2!2 = 4iK(1 � k) � 4K(k) (4.98)

4.6.1 Asymptotic Bethe Ansatz

We start with the asymptotic Bethe Ansatz equations in the sl(2) grading. The main Bethe
equations have the form

1 = eiJpk
KI

Y

l 6=k

S
sl(2)(pk, pl)

KII

�
Y

l=1

x�
k � y(�)

l

x+
k � y(�)

l

s

x+
k

x�
k

KII

+

Y

l=1

x�
k � y(+)

l

x+
k � y(+)

l

s

x+
k

x�
k

. (4.99)

These equations are supplied with auxiliary Bethe equations for the roots y(↵) and w(↵),
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Summary

H>0

H<0

Poincare disc

Figure 3.2: Two branches of the dispersion relation corresponding to H > 0
and H < 0, respectively. The Poincaré (blue) disk represents the stere-
ographic projection of an upper sheet on the complex plane through the
origin.

We obtained the massive non-Lorentz invariant QFT on a plane. The fields are 2 + 2
complex bosons and 2 + 2 complex fermions transforming in the bifundamental atypical
irrep of su(2|2)C

A convenient parametrization is obtained by replacing the momentum p with two new
but dependent parameters x+, x�. They are related to p as

x+

x� = eip , (3.111)

and satisfy the constraint

x+ +
1

x+
� x� � 1

x� =
2i

g
. (3.112)

One can show that a, b, c, d are then expressed through g, x± and ⇠ in the following way

a = ⌘ ei⇠ , b = �⌘
e�

ip
2

x� ei⇠ , c = �⌘
e�i⇠

x+
, d = ⌘ e�

ip
2 e�i⇠ , (3.113)

where the parameter ⌘ is given by

⌘ = e
ip
4

r

igx� � igx+

2
. (3.114)

With this parametrization we find that the central charge H is expressed as

H = 1 +
ig

x+
� ig

x� = igx� � igx+ � 1 , (3.115)
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Factorised scattering theory 

{Im}Nm=1

while the remaining central charges take the form
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e2i⇠ , C =
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e�2i⇠ . (3.116)

In what follows we denote the fundamental representation as V (p, ⇣), where

⇣ = e2i⇠ .

La
b|eci = �bc|eai � 1
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b
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Q↵
a|ebi = a �ba|e↵i Q†
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a|e�i = b ✏↵�✏ab|ebi Q†
a
↵|e�i = d �↵� |eai

(3.118)

ad � bc = 1 , d⇤ = a , c⇤ = b

H|eM i = (ad + bc)|eM i , C|eM i = ab |eM i , C†|eM i = cd |eM i . (3.119)

H2 � 4CC⇤ = a2d2 + b2c2 + 2adbc � 4abcd = (ad � bc)2 = 1 . (3.120)

CC⇤ =
g2

4
(1 � eip � e�ip + 1) =

g2

2
(1 � cos p) = g2 sin2 p

2
,

so that we find the dispersion relation

H2 = 1 + 4CC⇤ = 1 + 4g2 sin2 p

2
.

H =

r

1 + 4g2 sin2 p

2
(3.121)

In the o↵-shell theory each of psu(2|2)’s picks up the one and the same central extension

psu(2|2)(H,C,C†) = su(2|2)(C,C†)
def
= su(2|2)C

The origin of the central charge is related to the dynamical nature (x�-dependence) of the
supercharges

- set of mutually commuting operators

58

Chapter 4

Boostrap approach to the string
S-matrix

String sigma model is a two-dimension quantum integrable field theory which supports
asymptotic states and scattering. Integrability implies that any multi-body scattering event
factorises into a sequence of subsequent two-body collisions each of which is described by the
two-body S-matrix. This makes the two-body S-matrix the main object, the main building
block of scattering theory.

4.1 Factorised scattering theory

In this case we can search for the wave function as a common solution of N compatible
eigenvalue problems

Im (x1, . . . , xN ) = hm (x1, . . . , xN ) , m = 1, . . . , N . (4.1)

Solutions to this system are thus labelled by the set {h1, . . . , hN} constituting the common
spectrum of the commutative operator family.

Consider a special kinematic domain where particle coordinates are arranged as

x1 < x2 < . . . < xN . (4.2)

Further, consider a special asymptotic regime in which distances between any two neighbour-
ing particles become very large in comparison to the interaction range set by the potential.
In this regime the system (4.1) turns into

I(0)m  (x1, . . . , xN ) = hm (x1, . . . , xN ) , m = 1, . . . , N , (4.3)

where I(0)m are free conservation laws.

For the corresponding asymptotic form of wave function we make the following ansatz

 ⇠ eip1x1

+...ipNxN , (4.4)
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In the o↵-shell theory each of psu(2|2)’s picks up the one and the same central extension

psu(2|2)(H,C,C†) = su(2|2)(C,C†)
def
= su(2|2)C

The origin of the central charge is related to the dynamical nature (x�-dependence) of the
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v(xi � xj) (x1, . . . , xN ) = E (x1, . . . , xN ) . (3.122)
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asymptotic momenta

with numbers pi called the asymptotic momenta. Substitution of (4.4) into (4.3) yields a
system of equations for the asymptotic momenta

I(0)m (pi) = hm , m = 1, . . . , N . (4.5)

Given a set of hm, this system imposes very tight restrictions on possible values of the
asymptotic momenta. Suppose we found a particular solution of (4.5) for which the indi-
vidual momenta are enumerated according to the ordering pattern

p1 > p2 > . . . > pN . (4.6)

Since I(0)m are assumed to be symmetric functions of the pi, it is plausible that all the
other solution to (4.5) are simply obtained by permutations of the set (4.6). Thus, in
the domain (4.2), called the fundamental sector, the asymptotic wave function is given by
a superposition of plane waves constructed from the set of asymptotic momenta obeying
(4.5). Explicitly,
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X
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where the latter are labelled by permutations � 2 SN .
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The expression (4.9) is the celebrated Bethe wave function that goes back to the Bethe
hypothesis on the form of the wave function in the spin-wave problem. It was introduced
by C. N. Yang in his work on the delta-interaction Bose gas. The variable � indicates that
coordinates are restricted to lie in the domain (4.8). Di↵erent domains contribute with
di↵erent and a priori unrelated amplitudes.
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N !⇥N ! matrix depending on particle momenta

• Exact in integrable quantum-mechanical theories

• Asymptotic in 2dim integrable quantum field theories
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J symmetry algebra

A†
i (p) creates a multiplet V of particles out of the vacuum with momentum p transforming

in a linear irreducible representation of J
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N
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N
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†
i

N

(p
N
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Factorised scattering theory 

Scattering

|p1, ..., pN

i(in)
i1,...,i

N

! |p1, ..., pN

i(out)
i1,...,i

N

We expand initial states on a basis of final states

In particular, the two-particle in- and out-states are related as follows:

|p1, p2i(in)
i,j

= S · |p1, p2i(out)
i,j

= S
kl

ij

(p1, p2)
| {z }

two�body S�matrix

|p1, p2i(out)
k,l

or by using the explicit basis

A
†
i

(p1)A
†
j

(p2)|0i = S · A†
j

(p2)A
†
i

(p1)|0i = S
kl

ij

(p1, p2)A
†
l

(p2)A
†
k

(p1)|0i
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Factorised scattering theory Zamolodchikov Algebra and Yang-Baxter Equation
The Zamolodchikov algebra is

A
†
1A

†
2 = A

†
2A

†
1S12

Following two different ways of reordering A†
1A

†
2A

†
3 to A†

3A
†
2A

†
1 we obtain

A
†
1A

†
2A

†
3 = A

†
3A

†
2A

†
1S12S13S23

A
†
1A

†
2A

†
3 = A

†
3A

†
2A

†
1S23S13S12

12

p1

p1

p3
p2

p
3

p
2

S23S13S12

t

p1

p1

p3
p2

p
3 2

p

S12
S13

S23

S S13S12 23

S23S13
S

and derive the Yang-Baxter equation

S23(p2, p3)S13(p1, p3)S12(p1, p2) = S12(p1, p2)S13(p1, p3)S23(p2, p3)
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Factorised scattering theory 

Symmetries of S-matrix
Assume that the Hamiltonian H commutes with generators Ja of J

J
a · |0i = 0

J
a · A†

i

(p)|0i = J
aj

i

(p)A†
j

(p)|0i

J
a · A†

i

(p1)A
†
j

(p2)|0i = J
akl

ij

(p1, p2)A
†
k

(p1)A
†
l

(p2)|0i

The invariance condition for the S-matrix is derived from

J
a · A†

i

(p1)A
†
j

(p2)|0i = S
kl

ij

(p1, p2)J
a · A†

l

(p2)A
†
k

(p1)|0i

This results into the invariance condition

S12(p1, p2)J
a
12(p1, p2) = J

a
21(p2, p1)S12(p1, p2)

Introduce ⌘ =
p
ix� � ix+ and

⌘1 = ⌘(p1)e
i

2
p2 , ⌘2 = ⌘(p2) , ⌘̃1 = ⌘(p1) , ⌘̃2 = ⌘(p2)e

i

2
p1
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Full set of conditions for the invariant S-matrix

A J -invariant S-matrix S(p1, p2), which depends on real momenta p1 and p2 of scattering
particles, should obey

• the symmetry condition

S12(p1, p2)J
a
12(p1, p2) = Ja

21(p2, p1)S12(p1, p2)

• the Yang-Baxter equation

S23S13S12 = S12S13S23

• the unitarity condition

S12(p1, p2)S21(p2, p1) =

• the physical unitarity condition

S12(p1, p2)S
†
12(p1, p2) =

• the requirement of crossing symmetry

C�1
1 St

1

12(p1, p2)C1S12(�p1, p2) = ,

where C is the charge conjugation matrix.

4.3 String S-matrix

Symmetry condition for strings on AdS5 ⇥ S5

Excluding H and P , the manifest symmetry algebra of the light-cone string theory is

J = psu(2|2) � psu(2|2)

This global symmetry must be respected by the S-matrix, in particular, it is expected that
the S-matrix will be factorised into two identical copies in accordance with the factorisation
of the symmetry algebra. To formulate the corresponding symmetry conditions on the S-
matrix, one needs to define the action of the symmetry generators on the two-particle states
which are the subject of scattering.

As the next important technical tool we introduce the Zamolodchikov-Faddeev operators
AMṀ (p) and A†

MṀ
(p). These operators carry two indices M and Ṁ , where the dotted index

is for the second psu(2|2). The n-particle states are obtained by acting with the creation
operators on the vacuum

A†
M

1

Ṁ
1

(p1) · · · A†
MnṀn

(pn)|⌦i ⌘ |A†
M

1

Ṁ
1

(p1) · · · A†
MnṀn

(pn)i . (4.21)
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String S-matrix
which is equivalent to

S(p1, p2) =
⇣

E1
1 ⌦ E1

1 + E2
1 ⌦ E1

2 + E1
2 ⌦ E2

1 + E2
2 ⌦ E2

2

⌘

+
(x�

1 � x�
2 )(x+

1 x�
2 � 1)x+

2

(x�
1 � x+

2 )(x+
1 x+

2 � 1)x�
2

⇣

E1
1 ⌦ E2

2 � E2
1 ⌦ E1

2 � E1
2 ⌦ E2

1 + E2
2 ⌦ E1

1

⌘

� x+
1 � x�

2

x�
1 � x+

2

⌘̃1⌘̃2
⌘1⌘2

⇣

E3
3 ⌦ E3

3 + E4
3 ⌦ E3

4 + E3
4 ⌦ E4

3 + E4
4 ⌦ E4

4

⌘

� (x�
1 � x�

2 )(x�
1 x+

2 � 1)x+
1

(x�
1 � x+

2 )(x+
1 x+

2 � 1)x�
1

⌘̃1⌘̃2
⌘1⌘2

⇣

E3
3 ⌦ E4

4 � E4
3 ⌦ E3

4 � E3
4 ⌦ E4

3 + E4
4 ⌦ E3

3

⌘

+
x+
1 � x+

2

x�
1 � x+

2

⌘̃2
⌘2

⇣

E1
1 ⌦ E3

3 + E1
1 ⌦ E4

4 + E2
2 ⌦ E3

3 + E2
2 ⌦ E4

4

⌘

+
x�
1 � x�

2

x�
1 � x+

2

⌘̃1
⌘1

⇣

E3
3 ⌦ E1

1 + E3
3 ⌦ E2

2 + E4
4 ⌦ E1

1 + E4
4 ⌦ E2

2

⌘

� i(x�
1 � x+

1 )(x�
2 � x+

2 )(x�
1 � x�

2 )

(x�
1 � x+

2 )(x+
1 x+

2 � 1)⌘1⌘2

x+
1 x+

2

x�
1 x�

2

⇣

E3
1 ⌦ E4

2 � E4
1 ⌦ E3

2 � E3
2 ⌦ E4

1 + E4
2 ⌦ E3

1

⌘

� i(x�
1 � x�

2 )⌘̃1⌘̃2
(x�

1 � x+
2 )(x+

1 x+
2 � 1)

⇣

E1
3 ⌦ E2

4 � E2
3 ⌦ E1

4 � E1
4 ⌦ E2

3 + E2
4 ⌦ E1

3

⌘

+
x�
1 � x+

1

x�
1 � x+

2

⌘̃2
⌘1

⇣

E3
1 ⌦ E1

3 + E4
1 ⌦ E1

4 + E3
2 ⌦ E2

3 + E4
2 ⌦ E2

4

⌘

+
x�
2 � x+

2

x�
1 � x+

2

⌘̃1
⌘2

⇣

E1
3 ⌦ E3

1 + E2
3 ⌦ E3

2 + E1
4 ⌦ E4

1 + E2
4 ⌦ E4

2

⌘

Uniformization on the elliptic curve

The dispersion relation

H2 = 1 + 4g2 sin2 p

2

can be naturally uniformized in terms of Jacobi elliptic functions

p = 2am z , sin
p

2
= sn(z, k) , H = dn(z, k) , (4.36)

where we introduced the elliptic modulus3 k = �4g2 = � �
⇡2

< 0. The corresponding elliptic
curve (the torus) has two periods 2!1 and 2!2, the first one is real and the second one is
imaginary

2!1 = 4K(k) , 2!2 = 4iK(1 � k) � 4K(k) ,

3Our convention for the elliptic modulus is the same as accepted in the Mathematica program, e.g.,
sn(z, k) = JacobiSN[z, k]. Throughout the paper we will often indicate only the z-dependence of Jacobi
elliptic functions if it cannot lead to any confusion.
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4 + E3
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3 + E4
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4

⌘
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x�
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2

x�
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⇣

E1
3 ⌦ E3

1 + E2
3 ⌦ E3

2 + E1
4 ⌦ E4

1 + E2
4 ⌦ E4

2

⌘

where

⌘ = e
i
4p
p

ix� � ix+ (4.36)

⌘1 = ⌘(p1) , ⌘2 = e
i
2p1⌘(p2) , ⌘̃1 = e

i
2p2⌘(p1) , ⌘̃2 = ⌘(p2) (4.37)

Uniformization on the elliptic curve

The dispersion relation

H2 = 1 + 4g2 sin2 p

2

can be naturally uniformized in terms of Jacobi elliptic functions

p = 2am z , sin
p

2
= sn(z, k) , H = dn(z, k) , (4.38)

where we introduced the elliptic modulus3 k = �4g2 = � �
⇡2

< 0. The corresponding elliptic
curve (the torus) has two periods 2!1 and 2!2, the first one is real and the second one is

3Our convention for the elliptic modulus is the same as accepted in the Mathematica program, e.g.,
sn(z, k) = JacobiSN[z, k]. Throughout the paper we will often indicate only the z-dependence of Jacobi
elliptic functions if it cannot lead to any confusion.
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String S-matrix

which is equivalent to

S(p1, p2) =
⇣

E1
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⌘

where

⌘ = e
i
4p
p

ix� � ix+ (4.36)

⌘1 = ⌘(p1) , ⌘2 = e
i
2p1⌘(p2) , ⌘̃1 = e

i
2p2⌘(p1) , ⌘̃2 = ⌘(p2) (4.37)

On the z-torus

Uniformization on the elliptic curve

The dispersion relation

H2 = 1 + 4g2 sin2 p

2

can be naturally uniformized in terms of Jacobi elliptic functions

p = 2am z , sin
p

2
= sn(z, k) , H = dn(z, k) , (4.38)
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which is equivalent to
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E3
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4 ⌦ E1

3

⌘

+
x�
1 � x+

1

x�
1 � x+

2

⌘̃2
⌘1

⇣

E3
1 ⌦ E1

3 + E4
1 ⌦ E1

4 + E3
2 ⌦ E2

3 + E4
2 ⌦ E2

4

⌘

+
x�
2 � x+

2

x�
1 � x+

2

⌘̃1
⌘2

⇣

E1
3 ⌦ E3

1 + E2
3 ⌦ E3
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1 + E2
4 ⌦ E4

2

⌘

where

⌘ = e
i
4p
p

ix� � ix+ (4.36)

⌘1 = ⌘(p1) , ⌘2 = e
i
2p1⌘(p2) , ⌘̃1 = e

i
2p2⌘(p1) , ⌘̃2 = ⌘(p2) (4.37)

On the z-torus

⌘(z) =
dn z

2

�

cn z
2 + i sn z

2dn z
2

�

1 + 4g2 sn4 z
2

(4.38)

⌘1 = ⌘(z1) , ⌘2 = (cnz1 + i snz1)⌘(z2) , ⌘̃1 = (cnz2 + i snz2)⌘(z1) , ⌘̃2 = ⌘(z2) (4.39)

Uniformization on the elliptic curve

The dispersion relation

H2 = 1 + 4g2 sin2 p

2
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which is equivalent to

S(p1, p2) =
⇣

E1
1 ⌦ E1
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3 ⌦ E1

1 + E3
3 ⌦ E2

2 + E4
4 ⌦ E1

1 + E4
4 ⌦ E2

2

⌘

� i(x�
1 � x+

1 )(x�
2 � x+

2 )(x�
1 � x�

2 )

(x�
1 � x+

2 )(x+
1 x+

2 � 1)⌘1⌘2

x+
1 x+

2

x�
1 x�

2

⇣

E3
1 ⌦ E4

2 � E4
1 ⌦ E3

2 � E3
2 ⌦ E4

1 + E4
2 ⌦ E3

1

⌘

� i(x�
1 � x�

2 )⌘̃1⌘̃2
(x�

1 � x+
2 )(x+

1 x+
2 � 1)

⇣

E1
3 ⌦ E2

4 � E2
3 ⌦ E1

4 � E1
4 ⌦ E2

3 + E2
4 ⌦ E1

3

⌘

+
x�
1 � x+

1

x�
1 � x+

2

⌘̃2
⌘1

⇣

E3
1 ⌦ E1

3 + E4
1 ⌦ E1

4 + E3
2 ⌦ E2

3 + E4
2 ⌦ E2

4

⌘

+
x�
2 � x+

2

x�
1 � x+

2

⌘̃1
⌘2

⇣

E1
3 ⌦ E3

1 + E2
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⌘

where

⌘ = e
i
4p
p

ix� � ix+ (4.36)

⌘1 = ⌘(p1) , ⌘2 = e
i
2p1⌘(p2) , ⌘̃1 = e

i
2p2⌘(p1) , ⌘̃2 = ⌘(p2) (4.37)

On the z-torus

⌘(z) =
dn z

2

�

cn z
2 + i sn z

2dn z
2

�

1 + 4g2 sn4 z
2

(4.38)

⌘1 = ⌘(z1) , ⌘2 = (cnz1 + i snz1)⌘(z2) , ⌘̃1 = (cnz2 + i snz2)⌘(z1) , ⌘̃2 = ⌘(z2) (4.39)

S(p1, p2) ! S(z1, z2)
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which is equivalent to
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E1
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3 ⌦ E3
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where

⌘ = e
i
4p
p

ix� � ix+ (4.36)

⌘1 = ⌘(p1) , ⌘2 = e
i
2p1⌘(p2) , ⌘̃1 = e

i
2p2⌘(p1) , ⌘̃2 = ⌘(p2) (4.37)

On the z-torus

⌘(z) =

p
2

p
g

dn z
2

�

cn z
2 + i sn z

2dn z
2

�

1 + 4g2 sn4 z
2

(4.38)

⌘1 = ⌘(z1) , ⌘2 = (cnz1 + i snz1)⌘(z2) , ⌘̃1 = (cnz2 + i snz2)⌘(z1) , ⌘̃2 = ⌘(z2) (4.39)

S(p1, p2) ! S(z1, z2)
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In this way we completely resolved the branch cut ambiguities of the S-matrix (3.24)

and defined it as a meromorphic function on the elliptic curve (for each z-variable). It

is remarkable to observe that such a continuation becomes possible due to additional

phase factors, e
i
4p, introduced in the previous section to guarantee unitarity of the

mirror theory.

Let us now analyze the basic properties of the elliptic S-matrix. One can check

that it satisfies the Yang-Baxter equation and the usual unitarity requirement

S12(z1, z2)S21(z2, z1) = I . (5.3)

Further, it obeys the generalized unitarity condition:

S12(z
⇤
1 , z

⇤
2)
⇥
S12(z1, z2)

⇤†
= I . (5.4)

Here “ †” means hermitian conjugation. For z1 and z2 real the last condition reduces

to the requirement of physical unitarity. In fact, one can see that the elliptic S-matrix

is compatible with the generalized unitarity condition only due to our specific choice

for the phase factors discussed above. Then, unitarity and generalized unitarity

imply hermitian analyticity: S21(z⇤2 , z
⇤
1) =

⇥
S12(z1, z2)

⇤†
.

Let us now compute monodromies of the S-matrix (3.24) over the real and imag-

inary periods. We find

S(z1 + 2!1, z2) = ⌃1 S(z1, z2)⌃1 = ⌃2 S(z1, z2)⌃2 ,

S(z1 + 2!2, z2) = ⌃1 S(z1, z2)⌃1 = ⌃2 S(z1, z2)⌃2 .
(5.5)

Hence, the S-matrix exhibits the same monodromies over real and imaginary cycles

and it is a periodic function on a double torus with periods 4!1 and 4!2. Here

⌃1 = ⌃ ⌦ I and ⌃2 = I ⌦ ⌃, where ⌃ is defined in section 3.4, and the S-matrix

commutes with the product ⌃ ⌦ ⌃. Note that ⌃ is in the center of the group

SU(2)⇥ SU(2).

Second, we establish the monodromy properties w.r.t. shifts by half-periods.

Under the shift by the real half-period we get

S(z1 + !1, z2) =
�
V ⌦ ⌃

�
S(z1, z2)

�
V �1 ⌦ I

�
, (5.6)

where V = diag
�
e�

i⇡
4 , e�

i⇡
4 , e

i⇡
4 , e

i⇡
4

�
.

The shift by the imaginary half-period corresponds to the crossing symmetry

transformation [12]. To discuss it, we multiply the S-matrix (3.24) with a scalar

factor S0 to produce the string S-matrix obeying crossing symmetry

S(z1, z2) = S0(z1, z2)S(z1, z2) . (5.7)

We then find that with a proper choice for S0(z1, z2) the string S-matrix exhibits the

following crossing symmetry relations

C �1
1 St1

12(z1, z2)C1S12(z1 + !2, z2) = I , C1St1
12(z1, z2)C

�1
1 S12(z1 � !2, z2) = I , (5.8)
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In this way we completely resolved the branch cut ambiguities of the S-matrix (3.24)

and defined it as a meromorphic function on the elliptic curve (for each z-variable). It

is remarkable to observe that such a continuation becomes possible due to additional

phase factors, e
i
4p, introduced in the previous section to guarantee unitarity of the

mirror theory.

Let us now analyze the basic properties of the elliptic S-matrix. One can check

that it satisfies the Yang-Baxter equation and the usual unitarity requirement

S12(z1, z2)S21(z2, z1) = I . (5.3)

Further, it obeys the generalized unitarity condition:
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Here “ †” means hermitian conjugation. For z1 and z2 real the last condition reduces

to the requirement of physical unitarity. In fact, one can see that the elliptic S-matrix

is compatible with the generalized unitarity condition only due to our specific choice

for the phase factors discussed above. Then, unitarity and generalized unitarity

imply hermitian analyticity: S21(z⇤2 , z
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.

Let us now compute monodromies of the S-matrix (3.24) over the real and imag-
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S(z1 + 2!2, z2) = ⌃1 S(z1, z2)⌃1 = ⌃2 S(z1, z2)⌃2 .
(5.5)

Hence, the S-matrix exhibits the same monodromies over real and imaginary cycles

and it is a periodic function on a double torus with periods 4!1 and 4!2. Here

⌃1 = ⌃ ⌦ I and ⌃2 = I ⌦ ⌃, where ⌃ is defined in section 3.4, and the S-matrix

commutes with the product ⌃ ⌦ ⌃. Note that ⌃ is in the center of the group

SU(2)⇥ SU(2).

Second, we establish the monodromy properties w.r.t. shifts by half-periods.

Under the shift by the real half-period we get

S(z1 + !1, z2) =
�
V ⌦ ⌃

�
S(z1, z2)

�
V �1 ⌦ I

�
, (5.6)

where V = diag
�
e�

i⇡
4 , e�

i⇡
4 , e

i⇡
4 , e

i⇡
4

�
.

The shift by the imaginary half-period corresponds to the crossing symmetry

transformation [12]. To discuss it, we multiply the S-matrix (3.24) with a scalar

factor S0 to produce the string S-matrix obeying crossing symmetry

S(z1, z2) = S0(z1, z2)S(z1, z2) . (5.7)

We then find that with a proper choice for S0(z1, z2) the string S-matrix exhibits the

following crossing symmetry relations

C �1
1 St1

12(z1, z2)C1S12(z1 + !2, z2) = I , C1St1
12(z1, z2)C

�1
1 S12(z1 � !2, z2) = I , (5.8)
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Since in the mirror theory eH is hermitian, the co-product is also compatible with the

hermiticity conditions of the mirror theory. This guarantees that an su(2|2)-invariant
S-matrix can be always chosen to be unitary.

The co-product (3.31) can be used to find the commutation relations of the

supersymmetry generators with the Zamolodchikov-Faddeev (ZF) operators A(ep)
and A†(ep) which create asymptotic states of the mirror model. The relations can

be then used to determine the antiparticle representation, and to derive the crossing

relation following the steps in [47]. A simple computation gives

eQ↵
aA†(ep) = A†(ep)Q↵

a cosh
⇣ eH
4

⌘
+ cosh

⇣ eH
4

⌘
A†(ep)⌃eQ↵

a (3.32)

+ iA†(ep)
�
✏adQd

�✏�↵
�
sinh

⇣ eH
4

⌘
� iA†(ep) sinh

⇣ eH
4

⌘
⌃
�
✏ad eQ†

d
�✏�↵

�
,

eQ†
a
↵A†(ep) = A†(ep)Qa

↵ cosh
⇣ eH
4

⌘
+ cosh

⇣ eH
4

⌘
A†(ep)⌃eQ†

a
↵ (3.33)

� iA†(ep)
�
✏↵�Q�

d✏da
�
sinh

⇣ eH
4

⌘
+ i sinh

⇣ eH
4

⌘
A†(ep)⌃

�
✏↵� eQ�

d✏da
�
,

where Q↵
a and Qa

↵ are the matrices of the symmetry algebra structure constants

corresponding to the fundamental representation (3.27) and ⌃ = diag(1, 1,�1,�1).

As was already noted, the unitarity of the mirror S-matrix can be, however,

broken by a scalar factor. In section 5 we show that the physical unitarity of the

mirror S-matrix (the scalar factor) follows from the crossing relations.

4. Double Wick rotation and the rapidity torus

4.1 The rapidity torus

The universal cover of the parameter space describing the fundamental representa-

tion of the centrally extended su(2|2) algebra is an elliptic curve [12]. Indeed, the

dispersion formula

H2 � 4g2 sin2 p

2
= 1 , (4.1)

which originates from the relation between the central charges of the fundamental

representation, can be naturally uniformized in terms of Jacobi elliptic functions

p = 2am z , sin
p

2
= sn(z, k) , H = dn(z, k) , (4.2)

where we introduced the elliptic modulus8 k = �4g2 = � �
⇡2 < 0. The corresponding

elliptic curve (the torus) has two periods 2!1 and 2!2, the first one is real and the

8Our convention for the elliptic modulus is the same as accepted in the Mathematica program,
e.g., sn(z, k) = JacobiSN[z, k]. Since the modulus is kept the same throughout the paper we will
often indicate only the z-dependence of Jacobi elliptic functions.
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spin structure

which is equivalent to
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where

⌘ = e
i
4p
p

ix� � ix+ (4.36)

⌘1 = ⌘(p1) , ⌘2 = e
i
2p1⌘(p2) , ⌘̃1 = e

i
2p2⌘(p1) , ⌘̃2 = ⌘(p2) (4.37)

On the z-torus

⌘(z) =

p
2

p
g

dn z
2

�

cn z
2 + i sn z

2dn z
2

�

1 + 4g2 sn4 z
2

(4.38)

⌘1 = ⌘(z1) , ⌘2 = (cnz1 + i snz1)⌘(z2) , ⌘̃1 = (cnz2 + i snz2)⌘(z1) , ⌘̃2 = ⌘(z2) (4.39)

S(p1, p2) ! S(z1, z2)

[S, ⌃ ⌦ ⌃] = 0
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String S-matrix at one loop4.6 Bethe-Yang equations

In the elliptic parametrisation the S-matrix becomes a function on the product of two elliptic
curves

S = S(z1, z2)

4.6.1 Asymptotic Bethe Ansatz

We start with the asymptotic Bethe Ansatz equations in the sl(2) grading. The main Bethe
equations have the form

1 = eiJpk
KI

Y

l 6=k

S
sl(2)(pk, pl)

KII

�
Y

l=1

x�
k � y(�)

l

x+
k � y(�)

l

s

x+
k

x�
k

KII

+

Y

l=1

x�
k � y(+)

l

x+
k � y(+)

l

s

x+
k

x�
k

. (4.98)

These equations are supplied with auxiliary Bethe equations for the roots y(↵) and w(↵),
↵ = ±,

KI

Y

i=1

y(↵)k � x�
i

y(↵)k � x+
i

s

x+
i

x�
i

=

KIII

↵
Y

i=1

w(↵)
i � ⌫(↵)

k � i
g

w(↵)
i � ⌫(↵)

k + i
g

, (4.99)

KII

↵
Y

i=1

w(↵)
k � ⌫(↵)

i + i
g

w(↵)
k � ⌫(↵)

i � i
g

= �
KIII

↵
Y

i=1

w(↵)
k � w(↵)

i + 2i
g

w(↵)
k � w(↵)

i � 2i
g

. (4.100)

Here we introduced a concise notation ⌫(↵)
k = y(↵)k + 1

y
(↵)

k

. Solutions are therefore character-

ized by the following five excitation numbers

(KIII
� , KII

� , KI, KII
+ , KIII

+ ) .

The number KI is a number of momentum-carrying particles, while KII
↵ and KIII

↵ give the
weights of four SU(2) subgroups which represent a manifest symmetry of the string sigma
model in the light-cone gauge. The SU(4) weights [q1, p, q2] and the spins [s1, s2] of the
corresponding excited state are

q1 = KII� � 2KIII� s1 = KI � KII�
p = J � 1

2(K
II� + KII

+) + KIII� + KIII
+ s2 = KI � KII

+

q2 = KII
+ � 2KIII

+

(4.101)

Instead of weights of su(4) one can use the weights (J1, J2, J3) of SO(6) and the relation
between the two is

J ⌘ J1 =
1

2
(q1 + 2p + q2) , J2 =

1

2
(q1 + q2) , J3 =

1

2
(q2 � q1) . (4.102)

The S-matrix can be found by using the fusion procedure and the following (2) S-matrix
of the fundamental particles

S11
sl(2)(x1, x2) = ��2

12 s12 , s12 =
x+
1 � x�

2

x�
1 � x+

2

1 � 1
x�
1

x+

2

1 � 1
x+

1

x�
2

, (4.102)
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where St(z
1

, z
2

) = St1,t2(z
1

, z
2

). Here we have used that f(z
1

, z
2

)f(�z
1

�!
2

,�z
2

) = 1.
On the other hand, on can independently verify that

St(z
1

, z
2

) = C
1

C
2

S(z
1

, z
2

)C �1

1

C �1

2

= C �1

1

C �1

2

S(z
1

, z
2

)C
1

C
2

. (3.125)

These two expressions for the transposed S-matrix are compatible due to the fact
that C 2 = ⌃. Eq.(3.125) together with eq.(3.124) implies that the S-matrix remains
invariant under the simultaneous shift of z

1

and z
2

by !
2

:

S(z
1

+ !
2

, z
2

+ !
2

) = S(z
1

, z
2

) . (3.126)

Finally, we note that the time reversal invariance and eq.(3.125) lead to another
commutativity property

[S(z
1

, z
2

), g(C ⌦ C )] = 0 . (3.127)

We remark that for the S-matrix (3.84) both equations, (3.121) and (3.127), are
trivially satisfied without invoking the explicit form of the coe�cients a

i

.

The monodromic properties of the S-matrix together with generalized physical
unitarity allow one to consistently define an elliptic analog of the ZF algebra (the ZF
algebra on the rapidity torus). We however will not consider it here.

3.5.2 One-loop S-matrix

Here we describe the properties of the “one-loop” S-matrix which is obtained from
the S-matrix (3.84) upon taking the limit g ! 0. We continue to work in the elliptic
parametrization introduced in subsection 3.2.4. According to eq.(3.68), in this limit
Jacobi elliptic functions degenerate into the corresponding trigonometric ones and we
find the following trigonometric S-matrix:

S(z
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(3.128)

150
The relations between the z-variable, the momentum and the rescaled rapidity u ! gu
transform in the limit g ! 0 into

p = 2z , u = cot z = cot
p

2
. (3.129)

Surprisingly enough, this S-matrix cannot be written in the di↵erence form, i.e. as
a function of one variable being the di↵erence of a properly introduced spectral pa-
rameter. By construction, this S-matrix satisfies the Yang-Baxter equation
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) , (3.130)

as one can also verify by direct calculation. On the other hand, at one-loop there
is another “canonical” S-matrix which is a linear combination of the graded identity
and the usual permutation:

Scan
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� u
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u
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� u
2

� 2i
g

12

� 2i
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� u
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� 2i
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12

. (3.131)

This S-matrix satisfies the same Yang-Baxter equation (3.130).

It appears that two S-matrices, (3.128) and (3.131), are related by the following
transformation

Scan(z
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) = U
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)
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i
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) ,

where we have introduced the diagonal matrices

U(z) = diag(1, 1, eiz, eiz) ,

V (z) = diag(ei
z

4 , ei
z

4 , e�i

z

4 , e�i

z

4 ) .

The transformation by V is a “gauge” transformation which always preserves the
Yang-Baxter equation. On the other hand, transformation by U is a twist that
generically transforms the usual Yang-Baxter equation into the twisted one and vice
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It is clear now that we will get the usual Yang-Baxter equation for S provided it
obeys the following relation

[S, U ⌦ U ] = 0 , (3.134)

where U is an arbitrary diagonal matrix. One can easily verify that both S-matrices,
(3.128) and (3.131), do indeed satisfy this relation. At higher orders in g the relation
(3.134) does not hold anymore. The corresponding all-loop S-matrix (3.84) satisfies
only a weaker condition

[S,G⌦G] = 0 , G 2 SU(2)⇥ SU(2) , (3.135)

which is nothing else but the invariance condition. As a consequence, the Yang-Baxter
equation is preserved by the twist only at the one-loop order.

3.5.3 Hopf algebra interpretation

In section 3.3 we have determined the commutation relations of the su(2|2) symmetry
algebra generators with the ZF operators. This allowed us to define the action of this
symmetry algebra in the multi-particle states constructed by successive application
of creation operators. An alternative way to define this action is to use the concept
of a Hopf algebra.

Let A be a vector space over complex numbers. Consider the following two maps

� : A ! A⌦A , ✏ : A ! complex numbers . (3.136)

If these maps satisfy the relations

(id⌦�) �� = (�⌦ id) �� ,

(id⌦ ✏) �� = id = (✏⌦ id) �� ,
(3.137)

then A is called a coalgebra. Accordingly, the map � is called the coproduct (or
comultiplication) of A and ✏ is the counit of A. A bialgebra A is both a unital
associative algebra and a coalgebra such that � and ✏ are algebra homomorphisms,
and multiplication µ and identity are coalgebra homomorphisms. The fact that �
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It is clear now that we will get the usual Yang-Baxter equation for S provided it
obeys the following relation

[S, U ⌦ U ] = 0 , (3.134)

where U is an arbitrary diagonal matrix. One can easily verify that both S-matrices,
(3.128) and (3.131), do indeed satisfy this relation. At higher orders in g the relation
(3.134) does not hold anymore. The corresponding all-loop S-matrix (3.84) satisfies
only a weaker condition

[S,G⌦G] = 0 , G 2 SU(2)⇥ SU(2) , (3.135)

which is nothing else but the invariance condition. As a consequence, the Yang-Baxter
equation is preserved by the twist only at the one-loop order.

3.5.3 Hopf algebra interpretation

In section 3.3 we have determined the commutation relations of the su(2|2) symmetry
algebra generators with the ZF operators. This allowed us to define the action of this
symmetry algebra in the multi-particle states constructed by successive application
of creation operators. An alternative way to define this action is to use the concept
of a Hopf algebra.

Let A be a vector space over complex numbers. Consider the following two maps

� : A ! A⌦A , ✏ : A ! complex numbers . (3.136)

If these maps satisfy the relations

(id⌦�) �� = (�⌦ id) �� ,

(id⌦ ✏) �� = id = (✏⌦ id) �� ,
(3.137)

then A is called a coalgebra. Accordingly, the map � is called the coproduct (or
comultiplication) of A and ✏ is the counit of A. A bialgebra A is both a unital
associative algebra and a coalgebra such that � and ✏ are algebra homomorphisms,
and multiplication µ and identity are coalgebra homomorphisms. The fact that �
and ✏ are algebra homomorphisms is expressed as
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4.6 Bethe-Yang equations

In the elliptic parametrisation the S-matrix becomes a function on the product of two elliptic
curves

S = S(z1, z2)

Consider the limit g ! 0 and obtain the one-loop S-matrix

YBE is preserved by twist at one loop only!

4.6.1 Asymptotic Bethe Ansatz

We start with the asymptotic Bethe Ansatz equations in the sl(2) grading. The main Bethe
equations have the form

1 = eiJpk
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l 6=k

S
sl(2)(pk, pl)

KII

�
Y

l=1

x�
k � y(�)

l

x+
k � y(�)

l

s

x+
k

x�
k

KII

+

Y

l=1

x�
k � y(+)

l

x+
k � y(+)

l

s

x+
k

x�
k

. (4.98)

These equations are supplied with auxiliary Bethe equations for the roots y(↵) and w(↵),
↵ = ±,
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, (4.99)
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Here we introduced a concise notation ⌫(↵)
k = y(↵)k + 1

y
(↵)

k

. Solutions are therefore character-

ized by the following five excitation numbers

(KIII
� , KII

� , KI, KII
+ , KIII

+ ) .

The number KI is a number of momentum-carrying particles, while KII
↵ and KIII

↵ give the
weights of four SU(2) subgroups which represent a manifest symmetry of the string sigma
model in the light-cone gauge. The SU(4) weights [q1, p, q2] and the spins [s1, s2] of the
corresponding excited state are

q1 = KII� � 2KIII� s1 = KI � KII�
p = J � 1

2(K
II� + KII

+) + KIII� + KIII
+ s2 = KI � KII

+

q2 = KII
+ � 2KIII

+

(4.101)

Instead of weights of su(4) one can use the weights (J1, J2, J3) of SO(6) and the relation
between the two is

J ⌘ J1 =
1

2
(q1 + 2p + q2) , J2 =

1

2
(q1 + q2) , J3 =

1

2
(q2 � q1) . (4.102)
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