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Detecting & Recording Particle Reactions 

Higgs Candidate Event 
recorded by CMS

Bubble Chamber Event 
[Neutral Current Interaction]
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Gargamelle – Selecting Events 

[https://videos.cern.ch/record/1069969]

2

https://videos.cern.ch/record/1069969


Gargamelle – Selecting Events 

[https://videos.cern.ch/record/1069969]
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What is the Problem?

Cannot (and do not want to)  
register all events  

“Known physics” occurs more  
often than new physics  

New physics buried under  
tons of known stuff 
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Trigger & DAQ in a Nutshell

The combined system of Trigger/DAQ  
is often referred to as TDAQ.  
Often interwoven … 

DAQ responsible for collecting data  
from detector systems, digital  
conversion and recording  
to mass storage. 

Trigger responsible for real-time selection  
of the subset of data to be recorded. 

Detector 
[Front-End]

DAQTr
ig

ge
r

Category 1

Category 2

Category 3

Category 4

TDAQ 
System

Offline 
Computing
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7 5 4  W. Bothe  und W. KolhSrs te r, 

Die s  wa r de r G ru n d g e d a n ke  de s  Ve rs uchs ve rfa h re ns ,  de s s e n  R ic h tig - 
ke it a lle rd in g s  we lte r u n te n  noch  d u rc h  a us fiihrlle he  e xpe rime nte lle  und  
th e o re tis c h e  Dis kus s ion  zu  e rh g rte n  s e ln wird .  E s  lie g t wo h l au~ de r 
Ha nd ,  da l] die s e  Me thode  s e h r a us ge de hn te  Ve rs ue hs re ihe n  e rfo rde rt,  we nn  
s ie  s iche re  R e s u lta te  e rge be n  s o l] ; b e trn g  doch  be i uns e re n  tta u p tve rs u c h e n  
die  ma xima le  Hg u fig ke it de r Ko in z id e n z e n  n u r 2 ,7/ra in . F iir d ie  h ie r 
ge wonne ne  mi~l~ige  G e n u u ig ke it wa re n  s chon  fu n d  9 0  0 0 0  Einze la us s chli~ge  
zu  re g is trie re n . Tro tz  d ie s e s  Na e h te ils  s che in t uns  ie doch  d ie  Me thode  
z u rz e it une rs e tzba r.  

I~. H a n p t v e r s u e h e .  
3. An o r d n u n g  u n d  Au s w e r t u n g s v e r [a h r e n .  [n  F ig .  1 is fi d ie  

An o rd n u n g  da rge s te tlt,  writh e  m it g e rin g e n  Ab iinde runge n  fiir a lle  HS he n- 
s tra h h n g s ve rs u c h e  b e n u tz t wurde .  Die  be ide n  Za h lro h re  Z 1 Z  2 h a tte n  

Fig. 1. 

inne n  5 e m Du rc h m e s s e r und 10 cm Lg n g e ; s ie  wa re n  a n fa ngs  a us  1 m m  
s ta rke m  Me s s ing, s pg te r a us  1 m m  s ta rke m  Zink h e rg e s te llt und  a n  de n  
E n d e n  mi~ E b o n its to p fe n  ve rs e h los s e n , we le he  die  z e n tra le n  Drg h te  truge n .  
Die s e  wa re n  na ch  de m Ve rfa h re n  yo n  G e ig e r  und  ~ It t ]]e r  priipa rie rt.  
Die  Za h lro h re  wa re n  m it trocke ne r,  koh ie ns a u re - und  e ma na tions fre ie r 
Lu ft  yo n  4 b is  6 e m Hg -Dru c k ge ftillt. S ie  wu rd e n  d u rc h  e in .~less ing- 
ge s te ]l M ge tra ge n , we lche s  s o e inge rie h te t wa r,  da b Ab s o rb e rs c h ic h te n  
his  zu  4 5  mm Dicke  zwis che n  die  Zgh lroh re  g e b ra e h t we rde n  konn te n .  
S e itlich  wa re n  die  R o h re  du rch  Ble iklS tze  B B  ge s e htitz t; die s e  h a tte n  
Xguten, in  we lche  tie r Ab s o rb e r e ingriff. Die  Dic ke  d ie s e r S e ite nb le nde n  
wa r s te ts  s o be me s s e n, daI3 e in  S tra h le n te ilche n , we lche s  e twa  d u tc h  S tre u u n g  
a m  de n Ab s o rb e r he rum a us  de m e ine n Za h lro h r in  da s  a nde re  g e ia n g e n  

Detecting Coincidences

Bothe, Kohlhörster 
Zeitschrift für Physik 56 (1929)

W. Bothe et al. 
Studying Cosmic Rays 
[1929]

muon
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2.1 Zur Geschichte der Detektoren 7

Abb. 2.1 Apparatur zu Beobachtung der Streuung
von α-Teilchen an einer Goldfolie (Rutherford-
Streuung) beschrieben in [374]. Eine α-Quelle R
strahlt über ein dünnes Diaphragma D auf die Folie F.
Die gestreuten Teilchen werden mit dem Mikroskop
M, an dessen Objektiv ein kleiner Szintillationsschirm
S angebracht ist, auf dem Schirm beobachtet. Das
Mikroskop ist fest mit der Box B verbunden, die
durch die Platte P abgeschlossen und über das Rohr
T evakuiert wird. Der Streuwinkel wird eingestellt,
indem die Box mit dem Mikroskop relativ zu Folie und
Quelle verdreht wird (die Grundplatte A dreht sich in
der Halterung C auf der Grundplatte L). Nachdruck
aus [374], mit Genehmigung von Taylor&Francis Ltd.

folgerungen zu ziehen. Zum Beispiel konnte die Durchdringungsfähigkeit von Strahlung
individuell für einzelne Quanten oder Teilchen gemessen werden, wenn man oberhalb und
unterhalb eines Abschirmblocks Signale gleichzeitig beobachten konnte (Abb. 2.2(a)). Die
Methode erlaubt es, mit koinzidenten Signalen 'Trigger' zu erzeugen, mit denen die in-
teressierenden Ereignisse selektiert und dann automatisch registriert werden können. Die
erste Koinzidenzschaltung mit Röhrenelektronik benutzte Bothe 1929 [193] (Abb. 2.2(b)).

(a) (b)

Abb. 2.2 Erste Anwendungen der Koinzidenzmethode: a) Experimentelle Anordnung zur Un-
tersuchung des 'Wesens der Höhenstrahlung' (Bothe und Kolhörster 1929 [195]). Oberhalb und
unterhalb eines Absorbers aus unterschiedlichen Materialien befinden sich Zählrohre, deren Si-
gnale in Koinzidenz gezählt werden. b) Röhrenschaltung für den Nachweis von Koinzidenzen der
beiden Zählrohre Z und Z′ [194]. In der mittleren Röhre D wird die Vorspannung so eingestellt,
dass am Ausgangkondensator C3 nur dann ein Signal erzeugt wird, wenn die Potenziale der bei-
den Gitter gleichzeitig erhöht sind. Die Gitter werden durch die Signale der beiden Zähler über
die symmetrischen Schaltkreise links und rechts angesteuert. Diese Schaltkreise dienen dazu, die
Zählersignale möglichst kurz zu machen (durch Differenzieren und Verstärken). Die Trennschärfe
dieser Schaltung beträgt etwa 1ms. Das Ausgangssignal an C3 wurde auf einen Einheitenzähler
eines Telefons gegeben. Nachdruck der Abbildungen mit Genehmigung von Springer Science and
Business Media.

Walter Bothe 
 

Nobel prize 1954 
For the coincidence method  
and his discoveries made therewith.

W. Bothe 
Zur Vereinfachung von  
Koinzidenzzählungen 
Zeitschrift für Physik 59 (1930)

Bothe, Kohlhörster 
Zeitschrift für Physik 56 (1929)
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ATLAS Multijet Signature
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• The system is more modular than a collection of switches with 500 inputs and 500 outputs. The to-
pology and number of intermediate switches in such a system would have to change for the per-
formance to increase. Instead, for the selected scheme, the procurement of the upper part of the
Event Builder can occur in multiples of one-eighth of the system without any changes to the basic
structure of the network. This fraction is small enough to ensure that all available resources at the
time of procurement can be usefully deployed, but large enough to ensure that the system’s com-
plexity does not increase significantly.

• The system’s scalability in multiples of the basic unit, the RU Builder, is built into the design. As
long as the FED Builder systems can feed multiple Readout Units at the same rate as a single Rea-
dout Unit, i.e. as long as the performance of the FED Builders is linear with the number of Readout
Units (1 to 8) actually connected to them, the overall system is obviously scalable as well.

• The system has an increased level of redundancy. An entire RU Builder may cease to operate dur-
ing data-taking, yet the system can continue to run, albeit with lower (i.e. 7/8 of the full) perform-
ance. Furthermore, a RU Builder may be dedicated to testing a new version of the online software,
or to commissioning some new element in the DAQ complex. The multiplicity and functional
equivalence between the RU Builders enables this type of exercise in parallel with the normal op-
eration of the system.

For all of the above, of the two main architectures displayed in Figure 3-2, the one with the explicit inter-
mediate buffering stage has been selected. This buffering stage allows the possibility of a new intercon-
nect, equivalent to adding a dimension to the propagation of the data, which in turns leads to the
advantages listed above. The resulting system is shown, in its “three-dimensional” view, in Figure 3-6. 

Figure 3-6  Three-dimensional view of the full Event Builder. The EVB corresponds to the same topology as that 
shown in Figure 3-5, but with the two stages now explicitly combined to make the connection with Figure 3-3.
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Part 1
“The TDAQ Challenges of Today”



LHC Cross Sections and Event Rates  

109 Events/sec
[1 Mbyte/Event]

~ 1010

10 Events/min
[mH ≈ 100 GeV]

Trigger !

with 	 0.2%	  H → γγ 
		     	1.5%	  H → ZZ

Efficient 
rate reduction needed

[Storage rate: 100 Hz]
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Proton beam

Detector

Proton bunches 
[number: 2808]

Proton collisions 
[109 per second]

Parton-parton 
interactions

New physics?

Events & Data rate @ the Large Hadron Collider

Collision rate	: 	 40 MHz
Event Size	 : 	 1.5 MByte
Data Volume	: 	 60 TByte/s
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Overview on Operating Conditions 
Le

ve
l-1

 R
at

e 
[H

z]

Event Size [Byte]

Trigger Concepts:

LHCb: run trigger-free, full event  
reconstruction @ 40 MHz … 

ATLAS, CMS: high granularity,  
topological info, tracking @ L1/HLT, … 

ALICE: full read-out @ 50 kHz 
w/ continuous-readout of TPC … 

ILC

ILC: run trigger-free, s/w trigger, 
read-out of full bunch trains … 
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LHC Run-2 Performance 

Month in Year
Jan Apr Jul Oct
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 = 7 TeVs2011 pp  
 = 8 TeVs2012 pp  
 = 13 TeVs2015 pp  
 = 13 TeVs2016 pp  
 = 13 TeVs2017 pp  
 = 13 TeVs2018 pp  

2/19 calibration

Luminosities: 
[recorded]

2011: 
2012: 

2015: 
2016: 
2017: 

2018:

25.1 fb−1 
21.3 fb−1 

23.9 fb−1 
35.6 fb−1 

46.9 fb−1 

60.6 fb−1
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LHC Run-2 Performance 

Day in 2018
29/03 01/05 03/06 05/07 07/08 09/09 12/10 14/11
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2/19 calibration

Design
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LHC Run-2 Performance 

ATLAS Event 
with 25 pileup vertices
[√s = 13 TeV; 2016 Data]

H ➛ ZZ ➛ ee μμ candidate event 
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LHC Run-2 Performance – Pileup
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Pileup Mitigation at Trigger Level
Ev

en
t R

at
e 

R

Selection CutEcut

Rw

Rw/o

without 
Pileup

with 
Pileup

Rw/o ~ (E)−const

Pileup dependence:
Rw ~ Rw/o [𝓛 + b𝓛2 + …]
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Pileup Mitigation at Trigger Level

Pileup dependence:

Single Electron

Single Muon

Single Tau

Jet Trigger

Missing ET 

Rw ~ Rw/o [𝓛 + b𝓛2 + …]
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ATLAS Trigger Operations (Nov. 7, 2012)
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Pileup Mitigation at Trigger Level
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Signal Synchronization

But: 
 

	 Particle TOF ≫ 25 ns  
	 [c ≈ 0.3 m/ns; 1 m ≘ 3 ns] 

	 Cable delays ≫ 25 ns 
	 [cable lengths: 30 -70 m] 
	 [vsignal ≈ 0.66 c; 1 m ≘ 5 ns]

Data within  
same bunch crossing  
to be processed together 

Requires 
signal synchronization  
with programmable delays  
With ns-precision!
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Signal SynchronizationExplanation

• LAr signals have long 18 
BX undershoot with 20% 
of signal height

• Reduces Pedestal

• PPr does not perform 
event by event pedestal 
correction

• Energy of the following 
signals systematically 
reduced

Sample  
at peak

150 ns

Timing 
precision guarantee  
correct energy determination … 
[e.g. ATLAS L1Calo Trigger]
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Typical DAQ Example – ATLAS @ Run-2
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Figure 2. Schematic of the functionality and event flow through the trigger and data acquisition
(DAQ) system.

future: one involved technology (everything from the size of memories to the speed
of microprocessors was extrapolated using the usual exponential power laws);
budgets, on the other hand, used a linear scale, and changes in the estimated
cost of more than 20–30% were seen as ‘wild fluctuations’.

These constraints set the scene for what was going to be another long,
painstaking, but also equally rewarding, development in the context of
experimentation at the LHC, namely the readout of the detector information and
the selection, in real time, of a very small fraction of the pp collisions for storage
and offline processing. This paper is split into two sections. First, a broad overview
of the solutions found to the problem of online selection and data handling will be
given. A necessarily short summary of the highlights of the various ‘subsystems’
follows. Some first performance results from the actual data-taking runs in 2009
and 2010 complete the presentation of the work carried out. The second part
of the paper will attempt a review of the basic parameters and decisions that
led to the development of these complex systems over the course of the past
20 years.

2. The concept and the overall architecture

Figure 2 is a schematic of the function of the full trigger and data acquisition
(DAQ) system and its key parameters. In brief, at the highest design luminosities
of the LHC, and a pp crossing interval of 25 ns, there is a GHz of pp interactions
occurring inside the detectors. Storing and processing the large amount of data
from these ‘events’ is simply impossible, thus necessitating a drastic rate reduction
of a factor approximately 106 in the number of events selected for later processing.
The selection is carried out by the trigger system, which performs the selection
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O(ms)

Simple Trigger & DAQ System
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lay
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C
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Q

Start

Interrupt

Discriminator

Storage

Detector

Trigger

DAQ intro, Oct 20, 2015 10

Trivial DAQ with a trigger

Example: 
measure E decay 
properties
Our events are 
asynchronous and 
unpredictable

Need a 
physics trigger

Discriminator: 
generate an 
output signal only 
if amplitude of 
input pulse is 
greater than a 
certain threshold

input

Discriminator 
output

Simple 
Trigger & DAQ system

Detection 
Signal digitization 
Signal processing & storage 
Started by fast trigger signal 
[e.g. Discriminator]
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DAQ Efficiency & Dead Time
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O(ms)

τ =
 1

 m
s

Input event rate	 :  λ = τ−1
inp

DAQ output rate	 :  ν

Hence:  
	 ν = λ ⋅ (1 − ντ)

DAQ busy	 :  ντ
Processing time	 :  τ

DAQ free	 :  1 − ντ

➛    ν = λ(1 + λτ)−1

[ ]ν < λ

Efficiency : 	   ϵ = ν/λ = (1 + λτ)−1

Rel. dead time :	  DT = 1 − ϵ
= λτ (1 + λτ)−1ν

λ
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Trigger

Adding an Extra Trigger Levels

Start

Storage

Detector

L1

DA
Q

Full

Busy

L2

AcceptPi
pe

lin
e

De
lay

AD
C Trigger

+ Busy-Logic

λ

Interrupt

ν

Input event rate	 :  λ = τ−1
inp

L1/L2 rates	 	 :  , ν′ ν
Processing times :  , ,  τ1 τ2 τ = τ1 + τ2

ϵ = ν/λ = (1 + λτ)−1

ϵ′ = ν′ /λ = ?

DAQ free	 :  1 − ντ − Kντ1
Seen rate	 :  ν′ = ν + Kν

ν′ = λ (1 − ντ − Kντ1)ν′ 

ϵ′ = (1 + λτ)−1( K + 1
1 + K(1 + λτ1)/(1 + λτ) )

[…]

➛

ϵ × Gain (G)

τ 2
 =

 O
(m

s)
τ 1

 =
 O

(μ
s)

K
L2 Rejection 
Factor
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De-Randomizing Using Pipelines

λ

ν = 1/τ

dPn = [λPn−1 + νPn+1 − (λ + ν)Pn]dt
dP0 = [νP1 − λP0]dt = [λPN−1 − νPN]dt

Probability of  filled buffers: n Pn
Steady state: dPn = 0

Pn = (λ /ν)nP0 = (ρ)nP0

dPN

[with ]ρ = λ /ν = λτ

Using  yields:ΣPn = 1
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Typical DAQ Example – ATLAS @ Run-2
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Figure 2. Schematic of the functionality and event flow through the trigger and data acquisition
(DAQ) system.

future: one involved technology (everything from the size of memories to the speed
of microprocessors was extrapolated using the usual exponential power laws);
budgets, on the other hand, used a linear scale, and changes in the estimated
cost of more than 20–30% were seen as ‘wild fluctuations’.

These constraints set the scene for what was going to be another long,
painstaking, but also equally rewarding, development in the context of
experimentation at the LHC, namely the readout of the detector information and
the selection, in real time, of a very small fraction of the pp collisions for storage
and offline processing. This paper is split into two sections. First, a broad overview
of the solutions found to the problem of online selection and data handling will be
given. A necessarily short summary of the highlights of the various ‘subsystems’
follows. Some first performance results from the actual data-taking runs in 2009
and 2010 complete the presentation of the work carried out. The second part
of the paper will attempt a review of the basic parameters and decisions that
led to the development of these complex systems over the course of the past
20 years.

2. The concept and the overall architecture

Figure 2 is a schematic of the function of the full trigger and data acquisition
(DAQ) system and its key parameters. In brief, at the highest design luminosities
of the LHC, and a pp crossing interval of 25 ns, there is a GHz of pp interactions
occurring inside the detectors. Storing and processing the large amount of data
from these ‘events’ is simply impossible, thus necessitating a drastic rate reduction
of a factor approximately 106 in the number of events selected for later processing.
The selection is carried out by the trigger system, which performs the selection
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Some Rates, Latencies & Dead Times

Detector

Digitizer

Front-end 
Pipelines

Readout 
Buffers

Switching 
Network

Processor 
Farms

952 S. Cittolin

LV1

LV3

ms

detectors

digitizers

front-end pipelines

readout buffers

switching networks

processor farms

LV2

ms

LV1

HLT

ms

s s

detectors

digitizers

front-end pipelines

readout buffers

switching networks

processor farms

Figure 2. Schematic of the functionality and event flow through the trigger and data acquisition
(DAQ) system.

future: one involved technology (everything from the size of memories to the speed
of microprocessors was extrapolated using the usual exponential power laws);
budgets, on the other hand, used a linear scale, and changes in the estimated
cost of more than 20–30% were seen as ‘wild fluctuations’.

These constraints set the scene for what was going to be another long,
painstaking, but also equally rewarding, development in the context of
experimentation at the LHC, namely the readout of the detector information and
the selection, in real time, of a very small fraction of the pp collisions for storage
and offline processing. This paper is split into two sections. First, a broad overview
of the solutions found to the problem of online selection and data handling will be
given. A necessarily short summary of the highlights of the various ‘subsystems’
follows. Some first performance results from the actual data-taking runs in 2009
and 2010 complete the presentation of the work carried out. The second part
of the paper will attempt a review of the basic parameters and decisions that
led to the development of these complex systems over the course of the past
20 years.

2. The concept and the overall architecture

Figure 2 is a schematic of the function of the full trigger and data acquisition
(DAQ) system and its key parameters. In brief, at the highest design luminosities
of the LHC, and a pp crossing interval of 25 ns, there is a GHz of pp interactions
occurring inside the detectors. Storing and processing the large amount of data
from these ‘events’ is simply impossible, thus necessitating a drastic rate reduction
of a factor approximately 106 in the number of events selected for later processing.
The selection is carried out by the trigger system, which performs the selection
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Experiment Rate Rate−1 Latency L1 DT

LEP 90 kHz    11 μs few μs  1.5%

HERA (H1) 10 MHz 96 ns 4 μs 10 %

Tevatron (Run1) 250 kHz 4 μs 4 μs 5 %

Tevatron (Run2) 7.6 MHz 132 ns 4 μs 5 %

ATLAS 40 MHz 25 ns 2.5 μs 0.1%

ILC 3 MHz 337 ns  – † 0 %
†  Trigger-less  readout in gab between bunch trains

First level

LVL1 dead time:  
DT = r/o Rate × busy after L1A

H1: 	 150 kHz × 2 ms	 (L1) 
ATLAS:	 100 kHz × 125 ns	 (L1)

e.g.
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Typical DAQ Example – ATLAS @ Run-2
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Figure 2. Schematic of the functionality and event flow through the trigger and data acquisition
(DAQ) system.

future: one involved technology (everything from the size of memories to the speed
of microprocessors was extrapolated using the usual exponential power laws);
budgets, on the other hand, used a linear scale, and changes in the estimated
cost of more than 20–30% were seen as ‘wild fluctuations’.

These constraints set the scene for what was going to be another long,
painstaking, but also equally rewarding, development in the context of
experimentation at the LHC, namely the readout of the detector information and
the selection, in real time, of a very small fraction of the pp collisions for storage
and offline processing. This paper is split into two sections. First, a broad overview
of the solutions found to the problem of online selection and data handling will be
given. A necessarily short summary of the highlights of the various ‘subsystems’
follows. Some first performance results from the actual data-taking runs in 2009
and 2010 complete the presentation of the work carried out. The second part
of the paper will attempt a review of the basic parameters and decisions that
led to the development of these complex systems over the course of the past
20 years.

2. The concept and the overall architecture

Figure 2 is a schematic of the function of the full trigger and data acquisition
(DAQ) system and its key parameters. In brief, at the highest design luminosities
of the LHC, and a pp crossing interval of 25 ns, there is a GHz of pp interactions
occurring inside the detectors. Storing and processing the large amount of data
from these ‘events’ is simply impossible, thus necessitating a drastic rate reduction
of a factor approximately 106 in the number of events selected for later processing.
The selection is carried out by the trigger system, which performs the selection
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Figure 2. Schematic of the functionality and event flow through the trigger and data acquisition
(DAQ) system.

future: one involved technology (everything from the size of memories to the speed
of microprocessors was extrapolated using the usual exponential power laws);
budgets, on the other hand, used a linear scale, and changes in the estimated
cost of more than 20–30% were seen as ‘wild fluctuations’.

These constraints set the scene for what was going to be another long,
painstaking, but also equally rewarding, development in the context of
experimentation at the LHC, namely the readout of the detector information and
the selection, in real time, of a very small fraction of the pp collisions for storage
and offline processing. This paper is split into two sections. First, a broad overview
of the solutions found to the problem of online selection and data handling will be
given. A necessarily short summary of the highlights of the various ‘subsystems’
follows. Some first performance results from the actual data-taking runs in 2009
and 2010 complete the presentation of the work carried out. The second part
of the paper will attempt a review of the basic parameters and decisions that
led to the development of these complex systems over the course of the past
20 years.

2. The concept and the overall architecture

Figure 2 is a schematic of the function of the full trigger and data acquisition
(DAQ) system and its key parameters. In brief, at the highest design luminosities
of the LHC, and a pp crossing interval of 25 ns, there is a GHz of pp interactions
occurring inside the detectors. Storing and processing the large amount of data
from these ‘events’ is simply impossible, thus necessitating a drastic rate reduction
of a factor approximately 106 in the number of events selected for later processing.
The selection is carried out by the trigger system, which performs the selection
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future: one involved technology (everything from the size of memories to the speed
of microprocessors was extrapolated using the usual exponential power laws);
budgets, on the other hand, used a linear scale, and changes in the estimated
cost of more than 20–30% were seen as ‘wild fluctuations’.

These constraints set the scene for what was going to be another long,
painstaking, but also equally rewarding, development in the context of
experimentation at the LHC, namely the readout of the detector information and
the selection, in real time, of a very small fraction of the pp collisions for storage
and offline processing. This paper is split into two sections. First, a broad overview
of the solutions found to the problem of online selection and data handling will be
given. A necessarily short summary of the highlights of the various ‘subsystems’
follows. Some first performance results from the actual data-taking runs in 2009
and 2010 complete the presentation of the work carried out. The second part
of the paper will attempt a review of the basic parameters and decisions that
led to the development of these complex systems over the course of the past
20 years.

2. The concept and the overall architecture

Figure 2 is a schematic of the function of the full trigger and data acquisition
(DAQ) system and its key parameters. In brief, at the highest design luminosities
of the LHC, and a pp crossing interval of 25 ns, there is a GHz of pp interactions
occurring inside the detectors. Storing and processing the large amount of data
from these ‘events’ is simply impossible, thus necessitating a drastic rate reduction
of a factor approximately 106 in the number of events selected for later processing.
The selection is carried out by the trigger system, which performs the selection
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future: one involved technology (everything from the size of memories to the speed
of microprocessors was extrapolated using the usual exponential power laws);
budgets, on the other hand, used a linear scale, and changes in the estimated
cost of more than 20–30% were seen as ‘wild fluctuations’.

These constraints set the scene for what was going to be another long,
painstaking, but also equally rewarding, development in the context of
experimentation at the LHC, namely the readout of the detector information and
the selection, in real time, of a very small fraction of the pp collisions for storage
and offline processing. This paper is split into two sections. First, a broad overview
of the solutions found to the problem of online selection and data handling will be
given. A necessarily short summary of the highlights of the various ‘subsystems’
follows. Some first performance results from the actual data-taking runs in 2009
and 2010 complete the presentation of the work carried out. The second part
of the paper will attempt a review of the basic parameters and decisions that
led to the development of these complex systems over the course of the past
20 years.

2. The concept and the overall architecture

Figure 2 is a schematic of the function of the full trigger and data acquisition
(DAQ) system and its key parameters. In brief, at the highest design luminosities
of the LHC, and a pp crossing interval of 25 ns, there is a GHz of pp interactions
occurring inside the detectors. Storing and processing the large amount of data
from these ‘events’ is simply impossible, thus necessitating a drastic rate reduction
of a factor approximately 106 in the number of events selected for later processing.
The selection is carried out by the trigger system, which performs the selection
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2.1 THE ASP ENERGY TRJGGER 

The trigger logic of the ASP Detectort2) provides an example of an energy thgger 
accomplished between PEP beam crossings so as to have no deadtime. This new 
detector, designed for the detection of anomalous single photons, consists of four walls 
of lead-glass shower counters, called quadrants, which surround the interaction point. 
Each quadrant consists of five layers of glass separated by proportional chambers. The 
ASP trigger, with several thresholds and programmable logic, provides simple and 
general logic for triggering on both localized and overall energy deposit. 

The flow of the trigger decision is shown schematically in Fig. 1. The 632 photo- 
multiplier signals from the lead glass are each split to a digitizing system and to the 
trigger. The trigger signals are summed to eighty sums of eight and then summed 
again to twenty sums, each corresponding to a layer. These twenty layer aums (five 
per quadrant) each go to integration circuits and then are discriminated to define hit 
layers. 
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Fig. 1. ASP Energy Trigger block diagram. 
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masses of order several hundred GeV, since at this point the 
splitting between me and rn2 indicates a mass scale for super- 
symmetry breaking which is uncomfortably large.5 

However, for rng > fi myn, the weak cross section rvIi 
-dominates, and the only way to separate the two contributions 

is to study the e-dependence of the cross section. The weak 
cross section has an e-channel resonance at the mass of the Z’, 
and there is no s-channel process in supersymmetry. 

Supersymmetric theories postulate a basic symmetry 
between boson and fermions in nature. Since to date however, 
no boson partners to the standard leptons have been found with 
limits of order 20 GeV for the electron partner,6 we already 
know that this symmetry must be badly broken. The details 
of how this breaking occurs are of course model dependent, but 
many schemes lead to new particles with masses less than m,. 
These models are attractive because if the boson fermion mass 
splittings are not too large,’ they solve the hierarchy prob- 
lem within the standard model of weak and electromagnetic 
interactions. 

Despite the obvious successes of the Weinberg-Salam- 
Glashow model of weak electromagnetism, when looking for 
new physics, we should also look carefully at its failures. There 
are of course no obvious experimental failures to date, except 
that the Higgs boson required for generating masses For lep- 
tons and the weak bosons has not been observed. The Higgs 
boson however has an additional theoretical problem in the 
standard theory which is that higher order weak corrections 
to its mass are ultraviolet divergent. This problem is solved 
in supersymmetry because in the oneloop approximation the 
relative minus sign between a fermion loop and its boson super- 
partner causes a cancellation in the contributions to the Higgs 
mass. This cancellation would be complete if the masses of 
the termions and bosons were degenerate but, in general, the 
correction to the Higgs mass is of the form8 

k 
o2 - 16*2 (f&--4) - 

Obviously if the superpartners are too heavy, supersymmetry 
can no longer be viewed as a solution to the Riggs mass problem. 

There are other processes which are accessible to an ag 
paratus with good low energy photon detection. Higher order 
QED processes like e+e- + re+c- and e+e- + vp+p- pre 
vide both a useful calibration for the device and a test of our 
ability to calculate these processes. In two photon physics, 
low energy photon detection provides a means of measuring 
the 77 width of the q and perhaps even the x0. It is also 
interesting to use the radiative photon tag as a check of our 
understanding of radiative corrections to other processes such 
as e+e- + hadrons. 

Apparatus 

Au end view of the central photon detector for this search 
is shown in fig. 2. The photons are detected in a five-layer 
stack of lead glass. Each glass bar is made from 6 X 6 X 75 cm 
extruded glass of type F2 with 0.35% Ce doping for radiation 
hardness. Each glass bar is read out by a single XP2212PC 
phototube (AMPEREX). As shown in fig. 3, the bars are 
arranged with a staggered pattern along the beam direction 
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Fig. 2. View along the beam axis of the central 
photon detector 
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Fig. 3. Side view of the central and forward detectors. =’ 

to give optimal resolution in the z coordinate and hence allow ’ 
separation between photons coming from the origin and those 
arising from x0 photoproduction off the residual gas in the 
vacuum chamber. 

The layers of glass provide five samples of the longitudi- 
nal development of the photon shower. There are 632 bars in 
the total system arranged in four quadrants of 158 bars each. 
Individual quadrants are complete subassemblies which can be 
easily dismounted and transported. The two quadrants on the 
upper and lower left are mounted on rails as are the two quad- 
rants on the right. The entire apparatus splits apart for easy 
access to the central region. 

Each layer of glass is followed by PWC’s constructed from 
aluminum extrusions. The extrusions are eightcell closed struc- 
tures with a 1.23 X 2.36~ 200 cm channel and .18 cm wall. 
The wires are 48 p gold-plated tungsten. These extrusions pro- 
vide the photon pattern recognition in the zy plane. 

Inside the calorimeter are two systems, each of which is de- 
signed to adequately reject charged particles. The innermost 
system (central tracker, fig. 4) is made from .9 in X .4 in X 68 in 
aluminum tubes which are thinned to a wall thickness of .012 in 
by etching. The wire is Stablohm 800 and the tubes are read at 
each end to give charge division information for the coordinate 
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In parallel with the information read out to DAQ, RoIs giving details of electron/photon, 

τ/hadron and jet cluster candidates are also read out by RODs and sent to the L2 RoI Builder. 

Missing, total, and total-jet transverse energy values are also sent. 

All the main custom modules that comprise L1Calo are 9U (366 mm) in height and 

400 mm deep. PreProcessor and ROD crates use standard VMEbus, while the Cluster and 

Jet/Energy-sum Processors use a custom backplane and a reduced VMEbus implementation. All 

modules include on-board monitoring of voltages and temperatures, interfaced via CANbus to 

the ATLAS Detector Control System. 

The L1Calo hardware is designed to be relatively compact, with a high density of logic and 

interconnections. One of the reasons for this is to minimise the latency. Another feature is that 

some of the hardware modules are designed to carry out more than one role in the system, by 

using different firmware. This reduces the number of different module types, which in turn leads 

to a lower hardware cost and simplifies maintenance, at the cost of additional firmware 

complexity. 

3. The analogue front-end 

The ATLAS calorimetry [1] comprises the barrel, end-caps, and forward regions. In the barrel, a 

liquid-argon (LAr) electromagnetic (EM) calorimeter is surrounded by a scintillating-tile 

hadronic calorimeter (TileCal). In the end-caps liquid argon is used for both the EM and 

hadronic calorimeters. The forward calorimeters also utilise liquid argon.  

Figure 3: Architecture of the Level-1 Calorimeter Trigger. The real-time data path  
is in black, while the readout data paths are in grey. 
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information from the calorimeter to the L1 trigger system. The increase in granularity can
be seen in Figure 2.7, which compares the energy deposition of an electron in the existing
trigger readout system to that of the planned upgrade system. This upgrade improves the
trigger energy resolution and efficiency for selecting electrons, photons, t leptons, jets, and
missing transverse energy (Emiss

T ), while enhancing discrimination against backgrounds
and fakes in an environment with high instantaneous luminosity, i.e. with high pileup. As
the LHC luminosity increases above the design value, the improved calorimeter trigger
electronics will allow ATLAS to deploy more sophisticated algorithms already at the L1
trigger to restrict the L1 trigger rates to the maximum of 110 kHz supported by the current
FE and BE electronics.

(a)

(b)

Figure 2.7: An electron (with 70 GeV of transverse energy) as seen by the existing L1 Calorimeter
trigger electronics (a) and by the planned upgraded trigger electronics for Phase-I (b).

The existing calorimeter trigger information is based on the concept of a “Trigger Tower”
that sums the energy deposition across the longitudinal layers of the calorimeters in an area
of Dh ⇥ Df = 0.1 ⇥ 0.1. The Trigger Tower is created through several stages of on-detector
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trigger readout system to that of the planned upgrade system. This upgrade improves the
trigger energy resolution and efficiency for selecting electrons, photons, t leptons, jets, and
missing transverse energy (Emiss

T ), while enhancing discrimination against backgrounds
and fakes in an environment with high instantaneous luminosity, i.e. with high pileup. As
the LHC luminosity increases above the design value, the improved calorimeter trigger
electronics will allow ATLAS to deploy more sophisticated algorithms already at the L1
trigger to restrict the L1 trigger rates to the maximum of 110 kHz supported by the current
FE and BE electronics.
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Figure 2.7: An electron (with 70 GeV of transverse energy) as seen by the existing L1 Calorimeter
trigger electronics (a) and by the planned upgraded trigger electronics for Phase-I (b).

The existing calorimeter trigger information is based on the concept of a “Trigger Tower”
that sums the energy deposition across the longitudinal layers of the calorimeters in an area
of Dh ⇥ Df = 0.1 ⇥ 0.1. The Trigger Tower is created through several stages of on-detector
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Run-3Toward higher granularity …
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Tracking Triggers – FTT @ H1
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Tracking Triggers – FTT @ H1
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ConnectingTheDots/IntelligentTrackers2017

proachusingacustomASIC[5].Thenextsectionswilldetailthetrackletalgorithm,implementation
onhardware,performanceresults,andsomeprojectionstowardsmakingafullsystemforcompleting
L1trackingatCMSattheHL-LHC.

2TrackletAlgorithm

Asketchofthealgorithmsteps,whicharedetailedbelow,isshowninFigure2.Thetrackletapproach
startsbyformingtrackseeds(tracklets)frompairsofstubsinadjacentbarrellayersorendcapdisks.
Thetrackletisaninitialestimateofthetrackletparameterscalculatedfromthesetwostubsusingthe
interactionpointasaconstraint.AcandidatetrackletmustbeconsistentwithapT>2GeVtrackthat
originateswithin|z0|<15cm.Theseedingisperformedforseveralcombinationstoprovidegood
coverageoftheentirepseudorapidity(⌘)rangeofthedetector.Thetrackinge�ciencyfordi↵erent
seedingcombinationsisshownforsinglemuonsinFigure3,usinganinteger-basedC++emulationof
thealgorithmasitwouldbeimplementedonanFPGA.Inthecurrentimplementationofthealgorithm,
seedingincludespairsbetweenlayers1+2,3+4,and5+6,andbetweendisks1+2and3+4.

Thetrackparametersofthetrackletsarethenprojectedtootherlayersanddiskstosearchforcon-
sistentstubs.Whenthetrackletsareprojectedtootherlayers/disks,thesearchformatchingstubsoc-
cursinpredeterminedsearchwindows,derivedfromresidualsbetweenprojectedtrackletsandstubs.
Theprojectionofthetrackletsoccursbothinwardsandoutwards(i.e.toandfromtheinteraction
point).Ifastubisfoundthatisconsistentwiththeoriginaltracklet’sparameters,thematchedstub
isincludedinthetrackcandidateandthedi↵erencebetweentheprojectedtrackletpositionandthe
matchedstubpositionisstored.

Alinearized�2fitisperformedusingallstubsinthetrackcandidate-thestubsusedtomake
theoriginaltrackletplusthematchedstubs.Thetrackfitusespre-calculatedderivativesandthe
projection-stubdi↵erences.Thelinearized�2fitcorrectstheinitialtrackletparametersgivingthe
finaltrackparameters:pT,⌘,z0,theazimuthalangleattheclosestapproach(�0),andoptionally
theimpactparameterofthetransverseplane(d0).Becauseseedingisperformedformultipleseeding
combinations,asingletrackmaybefoundseveraltimes.Duplicatedtracksareremovedbycomparing
thefoundtracksinpairs,comparingthenumberofindependentandsharedstubs.

Figure2.Inthefirststep(left)ofthealgorithmapairofstubs(red)inadjacentlayersarecombinedtoforma
tracklet.Thetrajectoryofthetrackletisprojected(middle)totheotherlayers.Stubsintheotherlayersthatare
closetotheprojection(green)areselectedasmatches(right)tothetracklet.Finaltrackparametersarecalculated
usingallassociatedstubs.
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Epilogue
“Synchronization Challenge by Example”
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Example: ATLAS L1 Calorimeter Trigger 
The L1Calo Pre-Processor System
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Example: ATLAS L1 Calorimeter Trigger 
The L1Calo Pre-Processor System

PreProcessor 
PPr Latency: 0.4 μs 
Modules: 124

Output: 
Digital energy measurement 
and time stamp
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From Collimator 
[140 m downstream]

+ 0 BC

– 4 BC  

Example: ATLAS L1 Calorimeter Trigger 
First Synchronisation in 2010
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Splash Events 
Illuminating the Detector 3
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Example: ATLAS L1 Calorimeter Trigger 
First Synchronisation in 2010
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Example: ATLAS L1 Calorimeter Trigger 
First Synchronisation in 2010
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Φ

Example: ATLAS L1 Calorimeter Trigger 
Timing & Energy Calibration after Synchronisation 
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