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Control of the electronic phase of a manganite by
mode-selective vibrational excitation
Matteo Rini1, Ra’anan Tobey2, Nicky Dean2, Jiro Itatani1,3, Yasuhide Tomioka4, Yoshinori Tokura4,5,
Robert W. Schoenlein1 & Andrea Cavalleri2,6

Controlling a phase of matter by coherently manipulating specific
vibrational modes has long been an attractive (yet elusive) goal for
ultrafast science. Solids with strongly correlated electrons, in which
even subtle crystallographic distortions can result in colossal changes
of the electronic andmagnetic properties, could be directed between
competing phases by such selective vibrational excitation. In this
way, the dynamics of the electronic ground state of the system
becomeaccessible, andnew insight into theunderlyingphysicsmight
be gained. Here we report the ultrafast switching of the electronic
phase of amagnetoresistivemanganite via direct excitation of a pho-
non mode at 71meV (17THz). A prompt, five-order-of-magnitude
drop in resistivity is observed, associated with a non-equilibrium
transition from the stable insulating phase to a metastable metallic
phase. In contrast with light-induced1–3 and current-driven4 phase
transitions, the vibrationally driven bandgap collapse observed here
is not related to hot-carrier injection and is uniquely attributed to a
large-amplitude Mn–O distortion. This corresponds to a perturba-
tion of the perovskite-structure tolerance factor, which in turn con-
trols the electronic bandwidth via inter-site orbital overlap5,6. Phase
control by coherentmanipulation of selectedmetal–oxygenphonons
should find extensive application in other complex solids—notably
in copper oxide superconductors, in which the role of Cu–O vibra-
tions on the electronic properties is currently controversial.

Manganites exhibit a number of exotic phenomena, including
charge-ordered and striped phases, orbital and magnetic ordering,
half-metallicity, phase separation and colossal magnetoresistance5,6.
Most of these phenomena stem from the strong interaction between
lattice, charge, orbital and spin degrees of freedom, which compete
on similar energy scales to determine the ground state of the system7.
Arguably, the most striking aspect of the physics of manganites is the
occurrence of a number of metal–insulator transitions, initiated for
instance via perturbations of temperature, magnetic field, pressure
and irradiation with light5.

Pr12 xCaxMnO3 is a unique example among manganites, exhib-
iting insulating behaviour over the entire chemical composition x
and over the entire temperature range8. This is a consequence of
the small ionic radius of Ca, which results in a pronounced ortho-
rhombic distortion (Fig. 1a) that favours charge localization6.
Notably, the insulating phase at x5 0.3 adjoins a ‘hidden’ metallic
state of the system, characterized by enormous changes in resistivity.

In ABO3 perovskites, the orthorhombic distortion is quantified by
the geometric ‘tolerance factor’ that depends on the average A–O
(A5 Pr, Ca) and B–O (B5Mn) distances:

C~
(A! O)ffiffiffi
2

p
(B!O)

whereC5 1 corresponds to an ideal cube, whileC, 1 reflects a com-
pression of the Mn–O bond and an elongation of the A–O bond.
Moreover, C, 1 indicates a Mn–O–Mn angle h that is smaller than
180u, consistent with a symmetry-lowering rotation leading to ortho-
rhombic or rhombohedral structures. The tolerance factor is related to
the electronicproperties of the solid via theone electronbandwidthW,
because the capacity for 3d electrons to hop between neighbouring
Mn-atomsdependsona super-transfer process viaO(2p) states andon
the degree of overlap between orbitals in neighbouring sites6,9,10. The
hoppingmatrix element reaches itsmaximumath5 180u (cubic), and
decreases with h, vanishing at h5 90u. Systematic studies of several
A0.7A90.3MnO3 compounds show that the tolerance factor controls the
competition between ferromagnetic metallic, paramagnetic insulat-
ing, and ferromagnetic insulating phases11.

Here we show that coherent excitation of specific infrared-active
modes can control the electronic phaseof amanganite via directmodu-
lation of the tolerance factor. Figure 1b shows the low-temperature
optical conductivity spectrumofPr0.7Ca0.3MnO3with three dominant
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Figure 1 | Pr0.7Ca0.3MnO3 crystal structure and vibrational spectrum.
a, Unit cell of Pr0.7Ca0.3MnO3 with pronounced orthorhombic distortion
resulting from the small ionic radius of the Ca atoms. The Mn–O–Mn bond
is bent at an angle h, 180u, which varies linearly with the tolerance factor C
(ref. 10). The Pr/Ca doping results in an alternating network of Mn31 and
Mn41 ions. The crystal field splits the fivefold Mn 3d levels into t2g and eg
subsets. The electron hopping occurs between 3d eg levels of neighbouring
Mn31 and Mn41 species. The lattice distortion is related monotonically to
the one electron bandwidthW, because the effective hopping interaction of
3d electrons between neighbouring Mn sites depends on super-transfer
process via O(2p) states, and the p-orbital of oxygen cannot point towards
two manganese atoms simultaneously if h? 180u (ref. 6). b, Low-
temperature (10K) optical conductivity spectrum of Pr0.7Ca0.3MnO3. The
inset shows the atomic displacements within theMnO6 octahedra associated
with the 71meV phonon mode that modulates the Mn–O distance, and
hence the tolerance factor.
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VI. INTERFACIAL EFFECTS IN ULTRAFAST
MAGNETIZATION DYNAMICS

A. Introduction

Using light to probe, modify, and control magnetic proper-
ties has long been important. Demand for ever-faster data
storage, memory, and processing has fueled efforts to find
ever-faster ways to control magnetic states. The development
of sub-100 fs laser pulses created the possibility of probing
and controlling magnetism in entirely new ways, at subpico-
second (“ultrafast”) time scales, where the dynamics
expressed in the LLG equation (2.3) should not apply. The
pioneering observation of subpicosecond demagnetization in
nickel after excitation by a 60 fs laser pulse (Beaurepaire et al.,
1996) led to intriguing and controversial observations on an
increasingly broad range of materials. The strongest pertur-
bation in light-matter interactions is the ac electric field acting
on electrons, such that a femtosecond laser pulse leads to an
effective heating of the electron gas far above the temperature
of the lattice due to the slow electron-phonon coupling time
constant. This electron-light interaction, however, conserves
electron spin, so it is unclear how such electron heating could
cause collapse of magnetic order on femtosecond time scales.
Awide range of laser-induced phenomena in other metallic

systems were subsequently found, including launching of
precessional modes (Ju et al., 1999, 2000; van Kampen et al.,
2002), and induced magnetic phase transitions (Ju et al., 2004;
Thiele, Buess, and Back, 2004). More recent discoveries
include deterministic switching by single femtosecond
pulses of circularly polarized light (Stanciu et al., 2007)
and remarkable (and unexpected) helicity-independent toggle
switching of magnetization in ferrimagnetic rare-earth–
transition-metal alloys (Ostler et al., 2012). These observa-
tions raised questions about magneto-optical interaction
mechanisms, the role of interfacial spin-orbit coupling and
symmetry breaking in these ultrafast processes, and the
potential to engineer materials or optical processes to achieve
new functionalities.
As discussed in Sec. II, spins in magnetically ordered

materials are dominated by three interactions: the compara-
tively weak dipolar interaction of spins with each other and
with external magnetic fields, the generally stronger spin-orbit
interaction (which causes effective interactions between spin
and electric fields), and the exchange spin-spin interaction
which is typically the strongest force in magnetism. Figure 23
shows the relative magnetic field, time, and energy scales for
magnetic systems. Magnetic fields lower than ≈0.3 T do not
significantly affect spin dynamics in the ultrafast sub-100 ps
time domain. In most laser-induced experiments, ultrafast
magnetization dynamics are dominated by spin-orbit and
exchange interactions. Only at longer times, when preces-
sional dynamics emerge, do dipolar coupling and anisotropy
play a major role.
Both spin-orbit and exchange interactions are significantly

modified at the interfaces of magnetic heterostructures, as
discussed in Sec. II. Light-induced switching of magnetization
was observed only in multisublattice magnets, metallic multi-
layers, and chemically inhomogeneous alloys suggesting
that intersublattice and interlayer exchange interactions, and

possibly interfacial spin-orbit interactions, are crucial. An
entirely different effect of interfaces and finite size effects on
ultrafast magnetization dynamics arises due to the mobility of
optically excited carriers, which can drive spin currents across
interfaces (Battiato, Carva, and Oppeneer, 2010), providing a
nonlocal mechanism for fast changes of magnetization.
This section describes the important but still poorly

understood role of interfaces in ultrafast laser-induced mag-
netization dynamics, focusing primarily on ferromagnetic and
ferrimagnetic metallic films and heterostructures. Although
interesting results on laser-induced magnetization dynamics
in antiferromagnets, ferromagnetic semiconductors, and
insulators have been reported (Kirilyuk, Kimel, and Rasing,
2010), studies to date focus on bulk materials. In Sec. VI.B
the basics of femtosecond demagnetization are introduced.
Sections VI.C–VI.E address nonlocal phenomena due to laser-
induced spin currents, laser-induced precessional dynamics,
and all-optical switching. Section VI.F concludes with an
outlook on future research.

B. Ultrafast demagnetization

Figure 24(a) shows the time evolution of the magnetization
of Ni following an ultrafast pulse, measured using time-
resolved MOKE of time-delayed probe pulses. The rapid
(femtosecond) quenching of magnetization is visible, fol-
lowed by its partial recovery upon cooling down from the
transient excited state. This process can be described phe-
nomenologically by a three-temperature model (Beaurepaire
et al., 1996), which describes the energy flow between three
separate subsystems: the charge of the electrons, their spins,
and the lattice [see Figs. 24(b) and 24(c)]. The temperature of
each subsystem is a measure of the excess thermal energy in
the respective reservoir. After absorption of the femtosecond
laser pulse, internal thermalization of the excited electron
system proceeds within 100 fs. The excess heat is then
transferred to the lattice degree of freedom via electron-
phonon coupling, causing electron-lattice equilibration within
≈ 0.5 to 2 ps. In parallel, part of the excess energy in the

FIG. 23. Fundamental interaction energies and time scales
relevant for ultrafast processes. The effective magnetic field
associated with the exchange interaction reaches 100 to
1000 T; these fields correspond to the periods of the Larmor
precession in the range 30 to 300 fs.
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300 fs, the demagnetization of Gd takes as long as 1.5 ps. Remarkably,
in spite of the exchange coupling between the rare earth and transition
metal sublattices, they apparently lose their net magnetizations inde-
pendently, as would be the case for two decoupled transition metal and
rare earth ferromagnets13,14. To retrieve the time constants of the
involved processes, we have used a double exponential fit function
convoluted with the time resolution of the experiment of 100 fs,

depicted by the Gaussian curve in Fig. 2 (see Supplementary
Information section 3). We find a time constant tFe 5 100 6 25 fs
for the Fe and tGd 5 430 6 100 fs for the Gd magnetic moment, and
thus a ratio tGd/tFe < 4, characterizing the fast initial drop in the
transient dichroic signal. Note that the laser-induced dynamics studied
here rely on crossing the compensation temperature TM and thus are
fundamentally different from the laser-induced demagnetization of
pure Fe and Gd that rely on crossing the Curie point TC (refs 15, 16).

Second, the magnetizations of both sublattices switch their direc-
tions by crossing the zero signal level and rebuilding their net magnetic
moments. Up to 10 ps, the Gd- and Fe-sublattices show distinctly
different switching dynamics. Even more surprisingly, within the time-
scale between the zero crossings of the Fe and Gd moments (that is,
between 300 fs and 1.5 ps), the net Fe and Gd moments are parallel
aligned along the z axis despite antiferromagnetic coupling of the spins
in the ground state. Note that the net Fe and Gd moments in the
transient ferromagnet-like state are reaching rather large values, up
to 25% of the equilibrium magnetization. This, together with the sub-
stantial laser-induced increase in temperature, indicates a rather
strong transient parallel alignment of the Fe and Gd moments. All
these observations mean that we have entered a thus far unexplored
regime of magnetization dynamics triggered by an ultrashort stimulus,
where two exchange-coupled magnetic sublattices are not in equilib-
rium with each other, show different magnetization dynamics and
store different amounts of energy. Consequently, the concept of a
magnon (a quantized collective excitation of spins) in such a non-
equilibrium ferrimagnetic state should be re-examined, as this state
precedes the establishment of the collective Gd-Fe excitations and
magnetic resonances in this material.

To further investigate the effect of laser excitation on the degree of
switching, we have also studied the dependence of the Fe and Gd
dynamics on the laser fluence. As shown in Supplementary Fig. 3,
we observe that slightly decreasing the fluence from 4.4 to
4 mJ cm22 leads to longer but still distinct switching times for Fe
and Gd. This results in a longer lived transient ferromagnetic-like state,
which spans the time range from 700 fs to about 4 ps for this lower
fluence.

To obtain a better understanding of the origin of such strongly non-
equilibrium spin dynamics, we have developed a model of a ferri-
magnet comprising 106 localized atomistic exchange-coupled spins
and performed numerical simulations of the dynamics after ultra-
short laser excitation (Supplementary Information section 4). The
model takes into account realistic magnetic moments for Gd and Fe
as well as the exchange constants extracted from experimentally mea-
sured temperature dependencies of the sublattice magnetizations. In
particular, we used an effective Fe–Gd exchange constant of
4.77 3 10221 J per spin (,140 fs). Following ref. 17, we couple the spin
system to the electron temperature, which is calculated using the so-
called two-temperature model18.

Figure 3 shows the results of the simulations when applying a heat
pulse with a maximum electron temperature of 1,492 K. First, the time
evolution of the sublattice magnetization agrees very well with the
experiments, and qualitatively reproduces the timescales for the
demagnetization of each sublattice. The time required for the dis-
appearance of the net magnetizations of the sublattices is found to be
proportional to the ratio m/l, where m and l are respectively the mag-
netic moment of the ion and the damping constant of the sublattice.
Second, the ferromagnetic-like state is also reproduced, in a time
window close to that observed experimentally. In addition, the reversal
of the sublattice magnetizations is found to occur via the mechanism of
linear reversal13, that is, no transverse moment is observed. Note that
even making the Gd–Gd exchange interaction in the simulations as
strong as the Fe–Fe interaction does not lead to qualitative changes of
the dynamics of the Fe and Gd sublattices (Supplementary Information
section 5). Moreover, for the sake of argument the model ignores any
differences in the electron temperature and the damping constants
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Figure 2 | Element-resolved dynamics of the Fe and Gd magnetic moments
measured by time-resolved XMCD with femtosecond time-resolution.
a, Transient dynamics of the Fe (open circles) and Gd (filled circles) magnetic
moments measured within the first 3 ps. b, As a but on a 12 ps timescale. Error
bars of the experimental data represent the statistical standard error. The
measurements were performed at a sample temperature of 83 K for an incident
laser fluence of 4.4 mJ cm22. Experimental time resolution of 100 fs is depicted
by the solid Gaussian profile. The solid lines are fits according to a double
exponential fit function (Supplementary Information). The dashed line in both
panels depicts the magnetization of the Fe sublattice taken with the opposite
sign (that is, opposite with respect to the sign of the measured Fe data).
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measured by element-specific XMCD hysteresis. a, b, Top, XMCD signals
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Can we coherently control electronic interactions?
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Figure 1 | Sequence of mechanisms in ultrafast magnetization dynamics.

A femtosecond laser pulse interacts with the charges and spins of a
ferromagnet. It induces a demagnetization with a primary coherent
component, as discussed in this article. This coherent step is followed by
the thermalization of the charges and spins, which interact together with
the lattice through coupled baths described by three temperatures Te, Ts

and Tl and coupling constants Ges, Gel and Gsl. e: electrons, s: spins, l:
lattice. The demagnetization is accompanied by the emission of
terahertz photons.

two quantities are not inversely proportional as predicted by that
model29,30. Third, the study of the ultrafast demagnetization of
Fe thin films has shown that the electron–magnon interaction is
responsible for the spin dynamics and disproves the influence of the
Elliot–Yafet spin-flip mechanism31. Finally, the nonlinear depen-
dency and differences between the charge and spin thermalization
times ⌧e and ⌧s reported here (see Fig. 4b) is also in disfavour of
that mechanism for explaining the ultrafast demagnetization in
metallic ferromagnets32.

For longer delays, the heat exchange between the charges and the
spins with the lattice becomes important, a temporal regime during
which the spins may still have their own dynamics, independently
of the charges. This is particularly the case when approaching the
Curie temperature10,33,34, where the correlation length changes so
much that the macroscopic thermodynamic quantities, such as
the spin specific heat, can diverge, leading to longer relaxation
times. Other important relaxation mechanisms are not represented
in Fig. 1, although they contain rich and useful information for
practical purposes. Among thesemechanisms are themagnetization
precession and damping or the propagation of magnons6–9,35,
and the influence of the magneto-crystalline anisotropy on the
magnetization trajectory9. These mechanisms can be described in
the context of the Landau–Lifschitz–Gilbert formalism36,37.

Let us now focus on the coherent dynamical regime of Fig. 1.
The simplest experiment that one can think of for investigating
its behaviour is a single-pulse Kerr or Faraday magneto-optical
experiment. It is of course well known that in these experiments
the light interacts with the spins to probe the magnetic state of
the ferromagnet with a corresponding induced rotation ✓ and
ellipticity ⌘ of the incident linearly polarized light after reflection
or transmission. It is also admitted, following the fundamental
work of Argyres38, that the spin–orbit coupling has an important
role in the process. A legitimate question then is to wonder what
happens if such an experiment is carried out with a single laser
pulse with a delta-function temporal profile. Is there an elapse of
time for efficiently coupling the light to the spins? Does it depend
on the laser intensity? The results in Fig. 2 are the first attempt
to answer these questions. We have used an amplified titanium
sapphire laser running at 5 kHz to carry out a single-beam Faraday
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Figure 2 | Single-femtosecond-pulse Faraday experiment. a, Schematic
diagram of the experimental set-up used for both the one- and two-beam
measurements. BS: beam splitter; HWP: half-wave plate; QWP:
quarter-wave plate; PBS: polarizing beam splitter; Pd: photodiode. Inset:
Interferometric autocorrelation trace showing the 48 fs pulse duration.
b,c, Normalized rotations ✓/IT and ellipticities ⌘/IT of a single beam 48 fs
pulse, represented as a function of the density of absorbed energy Eabs (in
logarithmic scale), for a 7.5-nm-thick Ni film (b) and a 15-nm-thick CoPt3

film (c). Both the rotation and ellipticity are normalized to the transmitted
intensity IT and are differentiated with respect to their values obtained for
the lowest excitation density.

and Kerr experiment with pulses of 48 fs (carefully monitored
with interferometric second harmonic auto-correlation) centred
at 798 nm. The low repetition rate of the laser ensures that the
measurements are single-pulse-like. In Fig. 2, we show the Faraday
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The original ZnO results were interpreted as being consistent 
with the radiation from the nonlinear intraband current arising 
from (a.c.) Bloch oscillations of the tunnel-ionized electrons repeat-
ing on each half laser cycle11. In this picture, one would predict 
non-perturbative harmonics with a high-energy cutoff that is pro-
portional to the peak Bloch frequency and thus linear in the electric 
field. Multiple cutoffs given by the various Fourier coefficients of 
the band would also be predicted. In subsequent work by Luu et al.,  
this dependence was used to extract the conduction-band struc-
ture for SiO2 from the harmonic spectra13. In addition, calculations 
showed that the time-frequency profiles of high harmonics are 
markedly different depending on whether they arise from the non-
linear interband polarization or the nonlinear intraband currents35.

While the interband and intraband dynamics are intimately 
coupled, particularly at high fields, the identification of their rela-
tive roles is relevant to many applications such as probing electronic 
structures and attosecond pulse generation. One important differ-
ence is that the microscopic intraband emission is expected to be 
effectively chirp-free compared to interband emission that involves 
a chirp that depends on both laser parameters and band structure. 
Propagation effects could also add an additional chirp through dis-
persion36 and self-phase modulation of the laser pulse. In ZnO films, 
atto-chirp was measured through high-harmonic spectroscopy, 
where a significantly weak second-harmonic field gently perturbs 
the generation process37. As the second-harmonic field breaks the 
symmetry, even-order harmonics are produced with an intensity 
that depends on the two-colour phase delay. Their modulation was 
found to depend on the harmonic order, revealing existence of atto-
chirp. In contrast, high harmonics from crystalline SiO2 are found 

to be not-recollision-like and are best described using the non-
linear (a.c.) Bloch oscillations as the dominating mechanism21,38.  
In the interband model, the two-colour techniques can recover 
the momentum-dependent bandgap18. The detail of the solid-state 
HHG mechanism remains a highly debated topic13,15,28,32,33,36,37,39,40.

Progress towards shorter wavelengths
In HHG from gases, it is well established that the high-energy cutoff 
scales quadratically with the wavelength and peak field strength of 
the laser pulse, and depends only weakly on the target atom through 
the ionization potential, as expected from the single-atom recolli-
sion picture2–4. Therefore, much of the efforts towards cutoff exten-
sion are focused on using a longer-wavelength pump, and gas-phase 
HHG has reached the soft-X-ray wavelength range. In solid-state 
HHG, the cutoff scales linearly to the peak field11 and it also depends 
strongly on the electronic band structure13,30. According to the inter-
band model, the cutoff should be limited to the maximum band-
gap at the Brillouin zone edge18,31. In this picture, a new plateau and 
associated cutoff is expected for higher fields as the driven electron 
acquires enough energy to climb up into higher conduction bands39. 
In the intraband model, the bandgap limit does not exist11,13,28; how-
ever, for high enough peak fields, the electrons may still tunnel to 
high-lying conduction bands27. Therefore, for both contributions, 
multiple plateaus are possible either through the shape of the lowest 
conduction band (intraband)11,13 or through the number of involved 
bands including high-lying conduction bands (interband)14,41.

Figure 3 shows the wide range of source materials, pump laser 
wavelengths and reported approximate high-harmonic cutoff ener-
gies. It can be seen that narrow-bandgap materials are suitable for 
terahertz and mid-infrared pumps, while wide-bandgap dielectrics 
can be pumped by strong near-infrared lasers without sample dam-
age. As discussed above, Zener tunnelling depends exponentially 
on the bandgap, so higher-bandgap materials have a higher break-
down threshold. Luu et al.13 reported XUV harmonics from crys-
talline SiO2 pumped by 1.5 cycle ~800 nm laser pulses of intensity 
~16 TW cm−2. A subsequent study showed that that XUV harmon-
ics from quartz crystals are chirp-free, consistent with the gen-
eration from intraband nonlinear current38. Ndabashimiye et al.14  
produced high harmonics in the XUV photon energy range 
from frozen Ar and Kr, including direct comparisons to their 
gas phase counterparts. In those experiments, polycrystalline Ar 
films are pumped by ~50 fs, ~1,300 nm pulses of peak intensities 
~26 TW cm−2 without damage. Multiple plateaus are observed 
in high-harmonic spectra from both solid Ar (bandgap 14.3 eV) 
and Kr (bandgap 11.6 eV) extending to ~40 eV, which is beyond 
the gas-phase cutoff measured under similar conditions. Multiple 
plateaus are shown to be a general feature of solid-state HHG that 
could yield important information about the electronic structure 
of materials. For example, in a subsequent work, You et al. also 
observed a secondary plateau on high-harmonic spectra from 
crystalline MgO (ref. 41) and crystalline SiO2 (ref. 22). Moreover, the 
high-energy cutoff of the primary plateau in MgO was found to be 
equal to the bandgap at the Brillouin zone edge, consistent with the 
prediction from the interband model.

Generation of XUV harmonics from amorphous common glass22 
indicates the possibility of using a wide range of readily available 
optical media. Normally, the high-energy cutoff is limited by mate-
rials damage at high intensities. Using ultrashort laser pulses could 
thus increase the damage threshold. Moreover, there is strong self-
absorption of the XUV photons by the source material. Typically, 
attenuation lengths in the XUV wavelength range are just tens of 
nanometres; however, it might be possible to mitigate the absorp-
tion by working just below the absorption edge of materials. For 
example, for Si the attenuation length at around 98 eV (just below 
the L3 edge) is ~500 nm. It was also recently shown that bulk HHG 
could take advantage of reflection geometry42.
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a, The real-space picture with several possibilities; the driven electron 
could scatter from the periodic Coulomb potential termed as Bloch 
oscillations, recombine with the associated hole (ion) and recollide with 
the first- and second-nearest holes (ions) because of closely packed 
atoms. Periodic arrays of atoms in a crystal exhibit a collective response. 
b, The momentum-space version of a using simple cosine bands, showing 
intraband Bloch oscillations in the conduction band and interband coupling 
between the valance band and the conduction band, both emitting  
high-frequency radiation in the forward direction. c, Schematic diagram 
of the three-step recollision model comprising tunnel ionization, free-
acceleration and recombination. d, The momentum-space version of c, 
where the electron tunnels from the bound state to the continuum state, 
accelerates in the parabolic continuum band and then recombines to the 
bound state (parent ion) emitting high-frequency radiation.
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The original ZnO results were interpreted as being consistent 
with the radiation from the nonlinear intraband current arising 
from (a.c.) Bloch oscillations of the tunnel-ionized electrons repeat-
ing on each half laser cycle11. In this picture, one would predict 
non-perturbative harmonics with a high-energy cutoff that is pro-
portional to the peak Bloch frequency and thus linear in the electric 
field. Multiple cutoffs given by the various Fourier coefficients of 
the band would also be predicted. In subsequent work by Luu et al.,  
this dependence was used to extract the conduction-band struc-
ture for SiO2 from the harmonic spectra13. In addition, calculations 
showed that the time-frequency profiles of high harmonics are 
markedly different depending on whether they arise from the non-
linear interband polarization or the nonlinear intraband currents35.

While the interband and intraband dynamics are intimately 
coupled, particularly at high fields, the identification of their rela-
tive roles is relevant to many applications such as probing electronic 
structures and attosecond pulse generation. One important differ-
ence is that the microscopic intraband emission is expected to be 
effectively chirp-free compared to interband emission that involves 
a chirp that depends on both laser parameters and band structure. 
Propagation effects could also add an additional chirp through dis-
persion36 and self-phase modulation of the laser pulse. In ZnO films, 
atto-chirp was measured through high-harmonic spectroscopy, 
where a significantly weak second-harmonic field gently perturbs 
the generation process37. As the second-harmonic field breaks the 
symmetry, even-order harmonics are produced with an intensity 
that depends on the two-colour phase delay. Their modulation was 
found to depend on the harmonic order, revealing existence of atto-
chirp. In contrast, high harmonics from crystalline SiO2 are found 

to be not-recollision-like and are best described using the non-
linear (a.c.) Bloch oscillations as the dominating mechanism21,38.  
In the interband model, the two-colour techniques can recover 
the momentum-dependent bandgap18. The detail of the solid-state 
HHG mechanism remains a highly debated topic13,15,28,32,33,36,37,39,40.

Progress towards shorter wavelengths
In HHG from gases, it is well established that the high-energy cutoff 
scales quadratically with the wavelength and peak field strength of 
the laser pulse, and depends only weakly on the target atom through 
the ionization potential, as expected from the single-atom recolli-
sion picture2–4. Therefore, much of the efforts towards cutoff exten-
sion are focused on using a longer-wavelength pump, and gas-phase 
HHG has reached the soft-X-ray wavelength range. In solid-state 
HHG, the cutoff scales linearly to the peak field11 and it also depends 
strongly on the electronic band structure13,30. According to the inter-
band model, the cutoff should be limited to the maximum band-
gap at the Brillouin zone edge18,31. In this picture, a new plateau and 
associated cutoff is expected for higher fields as the driven electron 
acquires enough energy to climb up into higher conduction bands39. 
In the intraband model, the bandgap limit does not exist11,13,28; how-
ever, for high enough peak fields, the electrons may still tunnel to 
high-lying conduction bands27. Therefore, for both contributions, 
multiple plateaus are possible either through the shape of the lowest 
conduction band (intraband)11,13 or through the number of involved 
bands including high-lying conduction bands (interband)14,41.

Figure 3 shows the wide range of source materials, pump laser 
wavelengths and reported approximate high-harmonic cutoff ener-
gies. It can be seen that narrow-bandgap materials are suitable for 
terahertz and mid-infrared pumps, while wide-bandgap dielectrics 
can be pumped by strong near-infrared lasers without sample dam-
age. As discussed above, Zener tunnelling depends exponentially 
on the bandgap, so higher-bandgap materials have a higher break-
down threshold. Luu et al.13 reported XUV harmonics from crys-
talline SiO2 pumped by 1.5 cycle ~800 nm laser pulses of intensity 
~16 TW cm−2. A subsequent study showed that that XUV harmon-
ics from quartz crystals are chirp-free, consistent with the gen-
eration from intraband nonlinear current38. Ndabashimiye et al.14  
produced high harmonics in the XUV photon energy range 
from frozen Ar and Kr, including direct comparisons to their 
gas phase counterparts. In those experiments, polycrystalline Ar 
films are pumped by ~50 fs, ~1,300 nm pulses of peak intensities 
~26 TW cm−2 without damage. Multiple plateaus are observed 
in high-harmonic spectra from both solid Ar (bandgap 14.3 eV) 
and Kr (bandgap 11.6 eV) extending to ~40 eV, which is beyond 
the gas-phase cutoff measured under similar conditions. Multiple 
plateaus are shown to be a general feature of solid-state HHG that 
could yield important information about the electronic structure 
of materials. For example, in a subsequent work, You et al. also 
observed a secondary plateau on high-harmonic spectra from 
crystalline MgO (ref. 41) and crystalline SiO2 (ref. 22). Moreover, the 
high-energy cutoff of the primary plateau in MgO was found to be 
equal to the bandgap at the Brillouin zone edge, consistent with the 
prediction from the interband model.

Generation of XUV harmonics from amorphous common glass22 
indicates the possibility of using a wide range of readily available 
optical media. Normally, the high-energy cutoff is limited by mate-
rials damage at high intensities. Using ultrashort laser pulses could 
thus increase the damage threshold. Moreover, there is strong self-
absorption of the XUV photons by the source material. Typically, 
attenuation lengths in the XUV wavelength range are just tens of 
nanometres; however, it might be possible to mitigate the absorp-
tion by working just below the absorption edge of materials. For 
example, for Si the attenuation length at around 98 eV (just below 
the L3 edge) is ~500 nm. It was also recently shown that bulk HHG 
could take advantage of reflection geometry42.
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Fig. 2 | Microscopic mechanisms for atomic and solid-state HHG.  
a, The real-space picture with several possibilities; the driven electron 
could scatter from the periodic Coulomb potential termed as Bloch 
oscillations, recombine with the associated hole (ion) and recollide with 
the first- and second-nearest holes (ions) because of closely packed 
atoms. Periodic arrays of atoms in a crystal exhibit a collective response. 
b, The momentum-space version of a using simple cosine bands, showing 
intraband Bloch oscillations in the conduction band and interband coupling 
between the valance band and the conduction band, both emitting  
high-frequency radiation in the forward direction. c, Schematic diagram 
of the three-step recollision model comprising tunnel ionization, free-
acceleration and recombination. d, The momentum-space version of c, 
where the electron tunnels from the bound state to the continuum state, 
accelerates in the parabolic continuum band and then recombines to the 
bound state (parent ion) emitting high-frequency radiation.
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The original ZnO results were interpreted as being consistent 
with the radiation from the nonlinear intraband current arising 
from (a.c.) Bloch oscillations of the tunnel-ionized electrons repeat-
ing on each half laser cycle11. In this picture, one would predict 
non-perturbative harmonics with a high-energy cutoff that is pro-
portional to the peak Bloch frequency and thus linear in the electric 
field. Multiple cutoffs given by the various Fourier coefficients of 
the band would also be predicted. In subsequent work by Luu et al.,  
this dependence was used to extract the conduction-band struc-
ture for SiO2 from the harmonic spectra13. In addition, calculations 
showed that the time-frequency profiles of high harmonics are 
markedly different depending on whether they arise from the non-
linear interband polarization or the nonlinear intraband currents35.

While the interband and intraband dynamics are intimately 
coupled, particularly at high fields, the identification of their rela-
tive roles is relevant to many applications such as probing electronic 
structures and attosecond pulse generation. One important differ-
ence is that the microscopic intraband emission is expected to be 
effectively chirp-free compared to interband emission that involves 
a chirp that depends on both laser parameters and band structure. 
Propagation effects could also add an additional chirp through dis-
persion36 and self-phase modulation of the laser pulse. In ZnO films, 
atto-chirp was measured through high-harmonic spectroscopy, 
where a significantly weak second-harmonic field gently perturbs 
the generation process37. As the second-harmonic field breaks the 
symmetry, even-order harmonics are produced with an intensity 
that depends on the two-colour phase delay. Their modulation was 
found to depend on the harmonic order, revealing existence of atto-
chirp. In contrast, high harmonics from crystalline SiO2 are found 

to be not-recollision-like and are best described using the non-
linear (a.c.) Bloch oscillations as the dominating mechanism21,38.  
In the interband model, the two-colour techniques can recover 
the momentum-dependent bandgap18. The detail of the solid-state 
HHG mechanism remains a highly debated topic13,15,28,32,33,36,37,39,40.

Progress towards shorter wavelengths
In HHG from gases, it is well established that the high-energy cutoff 
scales quadratically with the wavelength and peak field strength of 
the laser pulse, and depends only weakly on the target atom through 
the ionization potential, as expected from the single-atom recolli-
sion picture2–4. Therefore, much of the efforts towards cutoff exten-
sion are focused on using a longer-wavelength pump, and gas-phase 
HHG has reached the soft-X-ray wavelength range. In solid-state 
HHG, the cutoff scales linearly to the peak field11 and it also depends 
strongly on the electronic band structure13,30. According to the inter-
band model, the cutoff should be limited to the maximum band-
gap at the Brillouin zone edge18,31. In this picture, a new plateau and 
associated cutoff is expected for higher fields as the driven electron 
acquires enough energy to climb up into higher conduction bands39. 
In the intraband model, the bandgap limit does not exist11,13,28; how-
ever, for high enough peak fields, the electrons may still tunnel to 
high-lying conduction bands27. Therefore, for both contributions, 
multiple plateaus are possible either through the shape of the lowest 
conduction band (intraband)11,13 or through the number of involved 
bands including high-lying conduction bands (interband)14,41.

Figure 3 shows the wide range of source materials, pump laser 
wavelengths and reported approximate high-harmonic cutoff ener-
gies. It can be seen that narrow-bandgap materials are suitable for 
terahertz and mid-infrared pumps, while wide-bandgap dielectrics 
can be pumped by strong near-infrared lasers without sample dam-
age. As discussed above, Zener tunnelling depends exponentially 
on the bandgap, so higher-bandgap materials have a higher break-
down threshold. Luu et al.13 reported XUV harmonics from crys-
talline SiO2 pumped by 1.5 cycle ~800 nm laser pulses of intensity 
~16 TW cm−2. A subsequent study showed that that XUV harmon-
ics from quartz crystals are chirp-free, consistent with the gen-
eration from intraband nonlinear current38. Ndabashimiye et al.14  
produced high harmonics in the XUV photon energy range 
from frozen Ar and Kr, including direct comparisons to their 
gas phase counterparts. In those experiments, polycrystalline Ar 
films are pumped by ~50 fs, ~1,300 nm pulses of peak intensities 
~26 TW cm−2 without damage. Multiple plateaus are observed 
in high-harmonic spectra from both solid Ar (bandgap 14.3 eV) 
and Kr (bandgap 11.6 eV) extending to ~40 eV, which is beyond 
the gas-phase cutoff measured under similar conditions. Multiple 
plateaus are shown to be a general feature of solid-state HHG that 
could yield important information about the electronic structure 
of materials. For example, in a subsequent work, You et al. also 
observed a secondary plateau on high-harmonic spectra from 
crystalline MgO (ref. 41) and crystalline SiO2 (ref. 22). Moreover, the 
high-energy cutoff of the primary plateau in MgO was found to be 
equal to the bandgap at the Brillouin zone edge, consistent with the 
prediction from the interband model.

Generation of XUV harmonics from amorphous common glass22 
indicates the possibility of using a wide range of readily available 
optical media. Normally, the high-energy cutoff is limited by mate-
rials damage at high intensities. Using ultrashort laser pulses could 
thus increase the damage threshold. Moreover, there is strong self-
absorption of the XUV photons by the source material. Typically, 
attenuation lengths in the XUV wavelength range are just tens of 
nanometres; however, it might be possible to mitigate the absorp-
tion by working just below the absorption edge of materials. For 
example, for Si the attenuation length at around 98 eV (just below 
the L3 edge) is ~500 nm. It was also recently shown that bulk HHG 
could take advantage of reflection geometry42.
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Fig. 2 | Microscopic mechanisms for atomic and solid-state HHG.  
a, The real-space picture with several possibilities; the driven electron 
could scatter from the periodic Coulomb potential termed as Bloch 
oscillations, recombine with the associated hole (ion) and recollide with 
the first- and second-nearest holes (ions) because of closely packed 
atoms. Periodic arrays of atoms in a crystal exhibit a collective response. 
b, The momentum-space version of a using simple cosine bands, showing 
intraband Bloch oscillations in the conduction band and interband coupling 
between the valance band and the conduction band, both emitting  
high-frequency radiation in the forward direction. c, Schematic diagram 
of the three-step recollision model comprising tunnel ionization, free-
acceleration and recombination. d, The momentum-space version of c, 
where the electron tunnels from the bound state to the continuum state, 
accelerates in the parabolic continuum band and then recombines to the 
bound state (parent ion) emitting high-frequency radiation.
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1. Scientific Case 
Strong few-cycle optical laser pulses have long been used to non-linearly manipulate electrons in atoms 

and molecules. The emitted high-harmonic radiation generated (HHG) in the process has been used both as 
an analysis tool of the electron motion and as a novel radiation source. More recently HHG has also been 
observed in solids [4]. In analogy to the atomic HHG one may speculate that a coherent motion of electrons 
in the solid along the driving electric field and a return to the point of origin during the subsequent laser half-
cycle with reversed polarity is required. This picture of coherent motion is corroborated by recent 
observations that crystalline defects scatter electrons and, thus, reduce the HHG intensity [5].   

In this respect the recent theoretical results by Tancogne-Dejean et al. [3] are very surprising. They 
indicate that while electrons in NiO perform the coherent motion leading to HHG emission the electronic 
correlations in the material are altered (see Fig. 1). These results point to the possibility of a novel, coherent 
manipulation of electron correlations in solids, i.e. distinctly different to previous observations where energy 
dissipation via scattering events is required [6]. The ab-initio nature of the calculation performed in ref. [3] 
implies that these results go far beyond previous attempts based on model hamiltonians.  

Figure 2 summarizes an early attempt by part of the present collaboration to experimentally verify such 
a coherent manipulation scheme. We briefly review these results here since they allow us to extrapolate to 
what can be expected in the RIXS measurements described below. The insulator-metal transition induced in 
VO2 by strong single-cycle THz pulses was monitored by fs optical transmission through an ultrathin film 
[6]. The very prominent increase in transmission near time zero is assigned to the formation of Wannier-
Stark-like states in the strong THz electric field. These states scale with the square of the electric field strength 
and closely follow the THz pulse shape. The decrease in optical transmission that sets in already during the 
THz pulse is assigned to the formation of double occupancies/holes (see Fig. 3c). They are long-lived and 

Fig. 1.  Summary of theory results from ref. [3]. (left) Calculated renormalized on-site Coulomb repulsion (Ueff) for Ni 
3d and oxygen 2p orbitals caused by an optical laser pulse of 40 fs duration. A clear saturation of the changes to Ueff 
are observed at high electric laser peak fields. (right) The laser induced change in electronic correlations also affects 
the antiferromagnetic magnetization. It builds up over the laser pulse and remains constant afterwards since no 
dissipation has been included in the calculations. 
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FIG. 2. Calculated change of U at the end of the laser
pulse versus the peak driving field strength, for the Ni 3d
orbitals (red curve) and the O 2p orbitals (blue curve). The
dashed lines indicate a linear scaling in electric field strength,
as expected from linear response theory. The groundstate
value of U is 6.93 eV.

independent-particle or frozen band-structure approxi-
mation for strongly correlated materials.

In order to confirm that the Hubbard U reduction
comes from the promotion of localized electrons to con-
duction bands, we also compute the magnetization of the
system, spherically averaged around the Ni atoms. As
shown in Fig. 3, the Ni magnetization decreases together
with Hubbard U , thus confirming our physical interpreta-
tion. Interestingly, we do not observe a saturation of the
demagnetization of the Ni atoms, as opposed to the final
decrease of U which is saturated for the corresponding
laser intensities.

To get more insight about the relevance of the dynam-
ical Hubbard U for describing the strong-field response
of NiO, we compute its HHG spectrum with dynamical
and static U (Fig. 4). Form Fig. 4 it is clear that ne-
glecting the dynamics of U in NiO leads to a strongly
modified HHG spectrum (see Supplemental Information
for di↵erent intensities and a comparison with PBE). In-
deed, freezing the Hubbard U to its groundstate value
of 6.93 eV implies that the band structure, and in par-
ticular the band gap of the material, remains constant
during laser irradiation. The light-induced reduction of
U (by about 10%) implies that the band gap of the mate-
rial becomes “dinamically” smaller during the laser pulse.
As a direct consequence, the required excitation energy
for Zener tunneling or multi-photon ionization decreases.
Indeed this energy depends directly on the number of
photons needed to reach the bandgap, thus reducing the
band-gap leads to a stronger excitation of electrons and

FIG. 3. Time evolution of the magnetization integrated
around the Ni atoms for di↵erent driving intensities. We
only report the magnetization computed around one of the
Ni atoms, as the two atoms are found to have exactly op-
posite magnetization, as expected for the antiferromagnetic
phase considered here. The magnetization is calculated by
averaging over a sphere of radius 1.97 Bohr around the Ni
atom.

therefore to stronger harmonic emission. Another impor-
tant implication is that a dynamical U introduces a novel
dimension is the strong-field response of solids, i.e., time.
Indeed, in usual semiconductors, changing the length of
the driving pulse only results in a the change of the width
of the harmonic peaks, as long as a pulse contains more
than few optical cycles[63, 64]. E↵ects such as the Stark
e↵ect [65] or the renormalization of the bands due to the
coupling to the laser pulse [15] are usually quite small for
the laser parameters considered in HHG from solids. As
the bandstructure of these solids remains unchanged on
the time-scale of the optical pulse [41], and two consecu-
tive non-overlapping pulses result in the same harmonic
emission. However, for the case of NiO, a longer (shorter)
pulse will lead to an more (less) important decrease of U ,
and a subsequent delayed pulse would feel a modify band-
structure, due to the reduction of U by the first pulse,
resulting in a modified harmonic emission.

In summary, we investigated the HHG spectra of the
prototypical charge transfer insulator NiO driven by a
strong below gap laser pulse excitation. We showed that
the strong laser intensity needed to generate high-order
harmonics in NiO induces a significant change of Hub-
bard U as a result of the increase of the screening from the
photoexcited itinerant electrons. Neglecting the change
in U strongly a↵ects the solid HHG spectrum, demon-
strating the measurable importance of the time depen-
dence of U in the nonlinear response of the material to a
strong laser field.

Our results demonstrate that dynamical modification
of the electronic parameters in correlated materials is
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the bandstructure of these solids remains unchanged on
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structure, due to the reduction of U by the first pulse,
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In summary, we investigated the HHG spectra of the
prototypical charge transfer insulator NiO driven by a
strong below gap laser pulse excitation. We showed that
the strong laser intensity needed to generate high-order
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Short pulses are required to achieve coherence



The conventional way to study magnetization dynamics

Higley, et al. Rev. Sci. Instrum.  87, 033110 (2016) 

new 3.2m “Delta” undulator

033110-2 Higley et al. Rev. Sci. Instrum. 87, 033110 (2016)

FIG. 1. Experimental setup. The Delta undulator produced circularly polarized X-rays which are then monochromatized. The total energy of these X-rays is
detected with the fluorescence-based I0 detector before they are transmitted through the sample and detected with a system of attenuating filters and the fCCD.

studies of unprecedented accuracy. The transmission of mono-
chromatic X-rays was measured to an accuracy of 1% of the
transmission within 1 s of measurement, and better accuracy
is obtainable through averaging further. This new capability is
demonstrated with comparison of static XMCD spectra over
the Fe L-edges of a GdFeCo thin film recorded at the XFEL
and that recorded at a synchrotron light source. We then apply
this technique to a study of the Gd and Fe magnetic sublattice
dynamics in GdFeCo above its magnetization compensation
temperature during all-optical switching.

The experimental setup (Fig. 1) was implemented at
the soft X-ray materials science instrument20,21 of the Linac
Coherent Light Source12 (LCLS) XFEL. The Delta undula-
tor was operated in the diverted beam scheme, where un-
dulators upstream of the Delta undulator are pointed at a
slightly di↵erent angle than the Delta undulator. The un-
dulators upstream of the Delta undulator microbunched the
electron bunches and produced linearly polarized X-rays.
The Delta undulator then used the strongly microbunched
electron bunches to produce circularly polarized X-rays. The
linearly polarized X-rays produced in the undulators before
the Delta undulator propagate in a slightly di↵erent direction
than the circularly polarized X-rays and are easily blocked
with a beam stop while passing the circularly polarized X-rays.
This scheme produced circularly polarized X-ray pulses of
⇠200 µJ pulse energy and 25 fs FWHM duration.19 A grating
monochromator with 100 lines/mm then filtered these X-rays
to a bandwidth of about 200 meV.21 Following the mono-
chromator, a novel incident X-ray flux (I0) detector, described
below, measured the incoming X-ray pulse energy. The X-
ray beam then traversed a pair of Kirkpatrick-Baez mirrors,
giving a 50 µm FWHM diameter X-ray spot of ⇠200 nJ at
the sample. The X-ray probe and an optical pump laser were
normally incident on the sample with a variable time delay
between them. The pump laser had a wavelength of 800 nm,
a size of 450 µm FWHM by 700 µm FWHM at the sample, a
duration of 60 fs FWHM, and linear polarization. The sample
was magnetized using an electromagnet with an applied field
of ±200 mT. The X-rays transmitted through the sample
propagated through a 200 nm aluminum film to separate them
from the optical pump laser beam. Finally, these X-rays were
attenuated and then detected with a CCD, as described further
below.

A key enabler for these experiments was the develop-
ment of new detectors for incident and transmitted X-rays.
The I0 detector enabled detection of incident X-rays with a
higher sensitivity than previously possible,22 allowing high
precision experiments with the lower photon throughput of
the Delta undulator (⇠200 µJ pulses, in contrast to ⇠1 mJ

pulses in standard operation). The detector consists of a Micro-
Channel Plate (MCP) assembly of two MCPs and a single
metal anode (Hamamatsu F2223-21SH). A 4.0 mm diameter
hole in the center of the assembly let the X-ray beam pass
through to a 300 nm thick Si3N4 membrane window placed
2.5 cm downstream of the MCP. On passing through the Si3N4
membrane, fluorescent X-rays were emitted, some of which
were incident on the 5.7 cm2 active area of the MCP. The MCP
was biased at about �1400 V and the signal was sent through
a low noise preamplifier and low-pass filter (SR570) before
being digitized. The signal from each pulse for this detector
was taken as the integral over the narrow temporal window of
the electronic trace due to the X-ray pulse.

To measure the transmitted X-rays, we used the cooled,
in-vacuum fast CCD (fCCD)23 and attenuating filters (Al and
Mg filters of Fig. 1). The signal-to-noise ratio of this detector is
ultimately limited by the number of X-ray photons which can
be detected without reaching pixel saturation. To maximize
this number, the fCCD was placed as far downstream from the
sample as was practical. This allowed the beam to spread out
to 1 mm FWHM diameter at the fCCD. In addition, the filter
system was designed to give fine steps of attenuation over a
large range: steps of factors of three to over 105 near the Fe
L3 (707 eV) and Gd M5 (1190 eV) edges. This allowed near
optimal attenuation for any experimental situation.

The performance of this experimental setup is character-
ized in Fig. 2. The origin of large fluctuations in pulse energy
is illustrated in Fig. 2(a) (where the pulse energy we refer
to is the summed energy of all photons in the pulse, not the
central photon energy). The self-amplified spontaneous emis-
sion process16 gives a “spiky” spectrum (light blue), which,
when filtered with a narrow bandwidth monochromator for
spectroscopy (red), results in large fluctuations of the pulse
energy. The distribution in pulse energies, as measured by
the fCCD after the monochromator, is shown by the wide
distribution of the red histogram in Fig. 2(b), with a standard
deviation of 45% of the mean. When normalized by the pulse
energy measured by the I0 detector, this standard deviation is
reduced to 6.6% of the mean, as shown by the narrow green
histogram in Fig. 2(b). Furthermore, the standard deviation
of the normalized transmitted X-ray pulse energies was found
to decrease inversely proportionally to the square root of the
number of X-ray pulses averaged, down to a standard deviation
of at most 0.1% of the mean. For optimum linearity and signal-
to-noise ratio of the measurement system, it is critical to tune
the attenuation in front of the fCCD as well as the MCP bias.
For this, correlation graphs such as those shown in Figs. 2(c)
and 2(d) were optimized in real time during the experiments.
Even with optimization, some fraction of the pulses with the
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Preserving high (attosecond) time resolution requires broadband 
pulses and energy analysis after the sample



Why x-rays from XFELs?  
It enables femtosecond nanomagnetism

Separate scattering from FePt core & shell

Granitzka, et al. (unpublished); arXiv: 1903.08287 
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Reid, et al., Nature Commun. 9, 388 (2018)



spin-wavesphonons

quasi-elastic scattering in the time domain

q= 2π
λ

E = hυ

Why x-rays from XFELs?  
It enables detection of non-equilibrium quasiparticle dynamics



Coherent phonons in Fe/MgO(001)

Probe temporal evolution of diffuse scatter near [011] Bragg peak

We need to include non-equilibrium electronic stress

Henighan, et al. Phys. Rev. B 93, 220301(R) (2016) 

3

TIME-DOMAIN COMPARISON OF FITS WITH AND WITHOUT ELECTRONIC STRESS

FIG. 2. Fits to data including (�e 6= 0) and excluding (�e = 0) the electronic stress. Black symbols with light lines are
observed time-resolved di↵raction intensity. When including the electronic stress, the electronic Grüneisen parameter, �e, is
a free parameter in the fit. Excluding the electronic stress clearly underestimates the oscillation amplitude, particularly at
the higher frequencies (corresponding to higher wavevectors). This suggests that the excluding the electronic stress leads an
underestimation of the spatial-sharpness and overall magnitude of the strain wave.



Coherent spin waves in antiferromagnets

Bimagnons in LaCuO4 seen with RIXS

Bisogni, et al. Phys. Rev. B 85, 214527 (2012)  

BIMAGNON STUDIES . . . . I. ASSESSMENT ON La . . . PHYSICAL REVIEW B 85, 214527 (2012)
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FIG. 5. (Color online) RIXS theoretical cross sections calculated
as in Ref. 40 with 130◦ scattering angle. The experimental broadening
and self-absorption correction are included. The columns refer to the
inspected BZ directions, (1,0) and (1,1), while the rows refer to the
polarizations σ and π . The red vertical bars indicate the instrumental
resolution, ∼ J . As in Fig. 3, qx is the component of the in-plane
momentum qalong the (1,0) direction.

Having assessed the O K edge RIXS it is interesting to
compare with the other edges at Cu. This is done in the next
section.

IV. COMPARISON WITH THE OTHER EDGES

In order to obtain a general view of bimagnon spectroscopy,
another piece of experimental information is missing at
present. This is the bimagnon information one obtains from Cu
L3 edge RIXS. Indeed the work at the Cu L3 edge is emerging
as a powerful tool in the study of the single magnon. As a
consequence, up to now minor attention has been given to
the information on the bimagnon basically left dormant in the
raw data. Here we present results on the bimagnon at the Cu
L3 edge in a wider context, i.e., the comparison between the
spectra of the bimagnon at three edges, i.e., O K , Cu L3, and
Cu K . This is an interesting problem since at each qvalue, the
bimagnon density of states is represented by a continuum so
that different samplings are typical of RIXS at each edge and
there is no a priori reason why they should be equal. To make
this program viable we need a way to extract the bimagnon
information from the L3 data where it is superimposed on the
single magnon. More precisely we need a method to separate
the contributions from odd and even numbers of spin flips.
Also this problem is addressed in the present paper and for
better readability this methodological contribution is presented
separately in Appendix B.

A. Comparison between O K and Cu L3 RIXS

This comparison is done with q along the direction from
# to (1,0) and the main results are summarized in Fig. 6. In
Fig. 6(a) we give the bimagnon spectra extracted from the L3
data with the method given in Appendix A; the excitation is
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FIG. 6. (Color online) (a) The bimagnon extracted from the Cu
L3 RIXS spectra along the (1,0) direction with σ polarization. (b)
Cu L3 XAS of LCO. (c) The dispersion as seen with O K edge (red
squares) and Cu L3 (black squares) for the (1,0) direction. The gray
arrows point out the correspondence to the theoretical two-magnon
DOS along (1,0), in (d) (Ref. 19).

at the L3 peak in the absorption as specified in Fig. 6(b). Note
that the bimagnon spectra extracted as in Appendix A have the
same spectral function independently of the polarization which
determines simply a scaling factor. The results of Fig. 6(c)
show a clear positive dispersion at L3 as opposite to the small
negative dispersion at higher energies seen in the O K data
and already discussed. This striking difference is understood
once again in terms of different samplings of the bimagnon
continuum as shown in the comparison with the density of
states [Fig. 6(d)]. The correspondence of the Cu L3 results
with the lower ridge of the bimagnon continuum is very
clear (as usual the energies in the density of states are in
excess since the magnon-magnon interaction is neglected).
This means that a particular subset of states is emphasized at
each edge by the matrix elements and not that some states
are rigorously excluded due to a selection rule. In fact the
calculations at the oxygen edge show a very tiny but finite
intensity in correspondence to the lower ridge of the density of
states. The above analysis cannot be extended to much lower q
values than in Fig. 6 due to the difficulty of disentangling not
only bimagnon from single magnon but also from phonons and
multiphonons. In this connection we have the evidence that at
the oxygen edge there is also a multiphonon contribution. This
is not the topic of the present paper and for completeness is
briefly summarized in Appendix B.

B. Comparison between Cu K and Cu L3 RIXS

While the spectroscopy of magnetic excitations at Cu K has
been investigated rather extensively in the last few years,7,17

the comparison between L3 and K edges in terms of bimagnon
spectral function remains an open issue. Indeed we have just
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... and in the time domain

Fabiani, Mentink (unpublished); arXiv:1903.08482 
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Phonon Assisted Mnltimagnon Optical Absorption and Long Lived Two-Magnon States in
Undoped Lamellar Copper Oxides

J. Lorenzana and G. A. Sawatzky
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We calculate the effective charge for multimagnon infrared (IR) absorption assisted by phonons
in the parent insulating compounds of cuprate superconductors and the spectra for two-magnon
absorption using interacting spin-wave theory. Recent measured bands in the mid-IR [Perkins et al. ,
Phys. Rev. Lett. 71, 1621 (1993)] are interpreted as involving one phonon plus a two-magnon virtual
bound state, and one phonon plus higher multimagnon absorption processes. The virtual bound state
consists of a narrow resonance occurring when the magnon pair has total momentum close to (~, 0).

PACS numbers: 78.30.Hv, 74.72.—h, 75.40.Gb, 75.50.Ee

The discovery of high-T, superconductivity in doped
cuprate materials [1] has triggered a lot of attention in
the parent quasi-two-dimensional spin-2 quantum anti-
ferromagnets. So far complementary information on the
antiferromagnetism has come from different probes like
neutron scattering and Raman light scattering [2]. In this
Letter we reinterpret recent infrared absorption measure-
ments [3] (Fig. 1) in terms of phonon assisted multi-
magnon absorption. The narrow primary peak in Fig. 1
is explained in terms of a long lived virtual bound state of
two magnons here referred to as a bimagnon. These new
states are narrow resonances occurring when the magnon
pair has total momentum close to (~, 0) and have a reason-
ably well defined energy and momentum in a substantial
portion of the Brillouin zone.
In principle IR absorption of magnons is not allowed

in the tetragonal structure of cuprate materials. This is
because in a typical two-magnon excitation the presence
of a center of inversion inhibits any asymmetric displace-
ment of charge, and hence the associated dipole moment
vanishes. However, the situation changes if phonons are
taken into account. In a process in which one phonon
and two magnons are absorbed, the symmetry of the lat-
tice is effectively lower, and the process is allowed. A
similar theory was put forward by Mizuno and Koide [4]
to explain magnetically related IR absorption bands found
many years ago by Newman and Chrenko in NiO [5]. To
the best of our knowledge, we present the first explicit
calculation of coupling constant for phonon assisted ab-
sorption of light by multimagnon excitations and the line
shape for two-magnon absorption. We consider a Cu-0
layer, but generalization of our results to other magneti-
cally ordered insulators is trivial.
Consider a three-band Peierls-Hubbard model [6] in

the presence of an electric field (E) and in which for
simplicity Cu atoms are kept fixed and 0 ions are allowed
to move with displacements u;+~/2. Here i labels Cu sites
and 6 = x, y, so that x + 8/2 labels 0 sites.
Holes have an on-site interaction Ud on Cu and Up

on 0, a Cu-0 repulsion Upd, on-site energies on Cu Ed,

Here B;+zy2 = S;S;+z with S; the spin operators, Hph
is the phonon Hamiltonian containing spring constants
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FICJ. 1. Experimental data from Ref. [3] (solid line) and
theoretical line shape for two-magnon absorption (dashed line)
in La2Cu04. The dash-dotted line is the contribution to the
line shape from the bimagnon at p = (~, 0). The inset shows
a blowup of p = —Im(G„,) at the energy of the bimagnon for
different values of the total momentum.

and on 0 E„, and Cu-0 hopping t (0-0 hopping is
neglected here). We define 5 = E~ —Ed + U~d, e =
2(E„—Ed) + U„. When an 0 ion moves in the direction
of a Cu with displacement ~u~, the corresponding on-site
energy of Cu changes to first order by —P ~

u
~
and the

corresponding Cu-0 hopping by n~u~. Opposite signs
apply when the 0 moves in the opposite direction [6].
To calculate the coupling constants of light with one-

phonon —multimagnon processes we first obtain a low
energy Hamiltonian as a perturbation expansion valid
when t « 6, e, Ud and when the phonon field and the
electric field vary slowly with respect to typical gap
frequencies,

H = g J(E, (u;+A)2))B;+r(z + Hvh —EPvh . (1)
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Field-driven ‘Petaherz Spintronics’ in Ni films

Segrist, et al. (unpublished); arXiv: 1812.07420 
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Fig. 2: Attosecond-MCD of light-field induced coherent spin transfer 

The strong electric field 𝐸(𝑡) (waveform fitted to an attosecond streak camera recording, green 

line top of panel a) of an ultrashort laser pulse excites electrons around the Fermi energy in Ni/Pt-

multilayer (panel a) samples and bulk nickel (panel b). The resulting transfer of electronic 

population in synchrony with the laser fields’ half cycle oscillations is tracked with atto-XAS and 

yields a stepwise modification of the XUV transmission evaluated at 66 ± 0.5 eV (red-dashed 

curve in panel a and b). The simultaneously recorded atto-MCD contrast evaluated in the energy 

interval of 66.5 − 68 eV, around the nickel M2,3-edge is a measure of the magnetization of the 

nickel layer (blue solid curve in panel a and b). The reduction of the magnetic moment of the 

multilayer system synchronously with the electronic response is clear experimental evidence for 

ultrafast coherent spin transfer and the OISTR effect. This is evidenced further by bulk nickel 

showing no noticeable change in magnetic moment in the first femtoseconds after excitation (panel 

b), while also exhibiting an electronic response linked to the electric field oscillations of the 

excitation pulse.  

Ultrafast intersite spin transfer processes could provide a 
universal mechanism for coherent spin wave excitation



How do we detect coherent (spin wave) excitations?

Schlaepfer, et al. Nature Physics 14, 560 (2018) 

We need to borrow ideas from laser-based attosecond spectroscopy

XFEL-based soft x-ray attosecond pulses 
enable wavevector-resolved detention of 

coherent (spin wave) excitations

variable-polarization 
attosecond soft x-ray pulse

‘single-cycle’ 
pump pulse


