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• Correlated electron systems:  why and what is there to learn? 
• Role of soft-x-ray spectroscopies at FELs 
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Correlated Electron Systems

Ferromagnetism Antiferromagnetism Superconductivity

Charge and orbital order Mott insulation

[Mai-Linh Doan, CC BY-SA 3.0]

[M. Cohey, Nature 430, 155 (2004)] [http://mpsd-cmd.cfel.de/research-scie-motti.html]
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Correlated Electron Systems

[Hwang et al. PRB 52, 15046 (1995)][Doiron-Leyraud et al. Nature 447, 565 (2007)]

• Interactions strongly compete 
• Complex phase diagrams
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General Questions

• What is the physical origin of the correlations in 
particular materials? 

• Is it possible to manipulate or guide correlations? 
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General Questions

• What is the physical origin of the correlations in particular 
materials? 
• Measure strength of interactions 
• Compare over materials, phases 

• Difficulties:   
• Needs theory to directly relate to correlations 
• Comparisons usually change multiple variables, hard 

to sort out causality 
• Ideal: study interactions vs. multiple single coordinates 

that switch correlations on and off (quickly)
[Doiron-Leyraud et al. Nature 447, 565 (2007)]
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General Questions

• Is it possible to manipulate or guide correlations? 
• “Designer” materials 
• Guided search relies on understanding of 

mechanisms 
• Variety of control parameters 
• Transient vs. persistent - Floquet states 

[ F. Mahmood et al., Nature 
Physics 12, 306 (2016) ]

DOI: 10.1126/science.1197294
, 189 (2011);331 Science

 et al.D. Fausti
Light-Induced Superconductivity in a Stripe-Ordered Cuprate
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exhibits a featureless terahertz response reminis-
cent of that of LSCO0.16 above Tc (Fig. 3B). Five
picoseconds after excitation, a plasma edge at a
frequency comparable to that of the LSCO0.16

JPR is observed, indicating the emergence of co-
herent transport in the c axis. This is the most
important observation of our work, evidencing
ultrafast photoinduced superconductivity in
LESCO1/8.

The measured change in the absolute tera-
hertz field reflectance is less than 1%, which is
suggestive of an incomplete transformation of the
probed volume. This is well explained by noting
that the pump field penetration depth is about
200 nm, whereas the terehertz probe samples a
depth of nearly 10 mm. The raw data of Fig. 3C
was processed assuming a total terahertz re-
flectance resulting from a homogeneously trans-
formed surface layer and an unperturbed bulk
beneath. Relying on the knowledge of both am-
plitude and phase of the static and transient field
reflectance, we could isolate the real and imag-
inary part of the time- and frequency-dependent
optical conductivity s1(w,t) + is2(w,t) in the
surface layer. In Fig. 4, we plot the imaginary part
s2(w,t), after subtracting a component originat-
ing from higher-frequency oscillators, which are
also perturbed by photoexcitation and give a
negative contribution to the conductivity change
(28). The imaginary time-dependent conductivity
s2(w,t) acquires a 1/w frequency dependence
immediately after excitation. A divergent imag-
inary conductivity at low frequencies is a defin-
ing characteristic of a superconductor. The real
part s1ðwÞ ¼ p=2ðnse2=m*Þdð0Þ reflects van-
ishing DC resistivity, and s2ðwÞ ¼ nse2=m*w is
connected to the diamagnetic response, and to
the Meissner effect as w→ 0 (29) Here ns is the

superfluid density, e is the electron charge, and
m* is the electron effective mass (30). The
quantity ws2ðw → 0*,tÞ (31), defined as the
low-frequency limit of the measured terahertz
transient for various pump-probe time delays,
provides a measure of the formation time of the
superconducting state (Fig. 4B). The prompt ap-
pearance of finite superconducting density, over-
shooting before relaxing into a plateau at a 5-ps
time delay, reflects the transition dynamics be-
tween the striped state and the 3D superconductor.
The temperature dependence of s2(w,t), for time
delays t = 5 ps shows that the signatures of the
transient superconducting state are lost above a base
temperature of 20 K, at least for the 1 mJ/cm2

excitation fluence used here (Fig. 4C).
In Fig. 4D we plot the wavelength-dependent

susceptibility for photoinduced superconduc-
tivity, operationally defined as the inverse of the
fluence Fsat at which the photoinduced optical
properties start saturating (see supporting online
material). The key observation is that the photo-
susceptibility has a pronounced peak at the fre-
quency of the phonon. In comparison, at the
same frequency, the reflectivity and the extinction
coefficient change only marginally. As shown in
Fig. 4D, the photosusceptibility (red dots) fol-
lows the phonon-resonance line shape (dashed
curve), plotted as a “partial” extinction coeffi-
cient aphonon and associated with a single oscil-
lator extracted from a Drude-Lorentz fit of the

broadband reflectivity (28). This observation
suggests that direct coupling to the crystal struc-
ture may be responsible for the ultrafast transition
into the superconducting phase.

The detailed microscopic pathway that leads
to the superconducting state deserves further
discussion. As a working hypothesis, it is helpful
to relate our work to recent studies in striped
cuprates, in which evidence for low-temperature
2D superconductivity was found (32). A plausi-
ble explanation for the decoupling between dif-
ferent striped planes follows directly from the
crystallographic structure of the LTT phase (33),
in which stripes of neighboring planes are oriented
in perpendicular directions, whereas the next-
nearest planes exhibit a shift of a half stripe pe-
riod. This leads to a superconducting order that is
in antiphase between stripes within each plane,
and to canceling of the lowest-order Josephson
coupling between planes (34).

In our experiment, the Josephson effect is
reestablished when mid-IR pulses perturb the
stripe state, which we attribute to a direct dis-
tortion of the LTT structure by the mid-IR ra-
diation. The data of Fig. 4B provides a rise time
for the formation of the superconducting state
tSC < 1 to 2 ps, limited by the temporal resolution
of our measurement. This is a surprisingly short
time scale, and it is difficult to imagine how
mutually incoherent planes could synchronize so
rapidly. At 5 K, only the 100-GHz modes are

Fig. 2. Time-dependent 800-nm intensity re-
flectivity changes after excitation with IR pulses at
16 mm wavelength and ~1mJ/cm2 intensity. Photo-
excitation along the Cu-O planes results in the ap-
pearance of a long-lived meta-stable phase lasting
longer than 100 ps. Excitation with the electric field
polarized orthogonal to the Cu-O plane results in
minimal reflectivity changes.

Fig. 3. (A) Static c-axis electric field reflectance (r = Erefl/Einc)
of LSCO0.16, measured at a 45° angle of incidence above (black
dots) and below (red dots) Tc = 38 K. Here field reflectances r =
Erefl / Einc are measured, as opposed to intensity reflectivities
in the near-IR, because the time domain detection scheme
for short terahertz transients is sensitive to the electric field.

In the equilibrium low-temperature superconducting state, a Josephson plasma edge is clearly
visible, reflecting the appearance of coherent transport. This edge is fitted with a two-fluid model
(continuous line). Above Tc , incoherent ohmic transport is reflected in a featureless conductivity. (B)
Static c-axis reflectance of LESCO1/8 at 10 K. The optical properties are those of a nonsuperconducting
compound down to the lowest temperatures. (C) Transient c-axis reflectance of LESCO1/8, normalized
to the static reflectance. Measurements are taken at 10 K, after excitation with IR pulses at 16 mm
wavelength. The appearance of a plasma edge at 60 cm−1 demonstrates that the photoinduced state
is superconducting.
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exhibits a featureless terahertz response reminis-
cent of that of LSCO0.16 above Tc (Fig. 3B). Five
picoseconds after excitation, a plasma edge at a
frequency comparable to that of the LSCO0.16

JPR is observed, indicating the emergence of co-
herent transport in the c axis. This is the most
important observation of our work, evidencing
ultrafast photoinduced superconductivity in
LESCO1/8.

The measured change in the absolute tera-
hertz field reflectance is less than 1%, which is
suggestive of an incomplete transformation of the
probed volume. This is well explained by noting
that the pump field penetration depth is about
200 nm, whereas the terehertz probe samples a
depth of nearly 10 mm. The raw data of Fig. 3C
was processed assuming a total terahertz re-
flectance resulting from a homogeneously trans-
formed surface layer and an unperturbed bulk
beneath. Relying on the knowledge of both am-
plitude and phase of the static and transient field
reflectance, we could isolate the real and imag-
inary part of the time- and frequency-dependent
optical conductivity s1(w,t) + is2(w,t) in the
surface layer. In Fig. 4, we plot the imaginary part
s2(w,t), after subtracting a component originat-
ing from higher-frequency oscillators, which are
also perturbed by photoexcitation and give a
negative contribution to the conductivity change
(28). The imaginary time-dependent conductivity
s2(w,t) acquires a 1/w frequency dependence
immediately after excitation. A divergent imag-
inary conductivity at low frequencies is a defin-
ing characteristic of a superconductor. The real
part s1ðwÞ ¼ p=2ðnse2=m*Þdð0Þ reflects van-
ishing DC resistivity, and s2ðwÞ ¼ nse2=m*w is
connected to the diamagnetic response, and to
the Meissner effect as w→ 0 (29) Here ns is the

superfluid density, e is the electron charge, and
m* is the electron effective mass (30). The
quantity ws2ðw → 0*,tÞ (31), defined as the
low-frequency limit of the measured terahertz
transient for various pump-probe time delays,
provides a measure of the formation time of the
superconducting state (Fig. 4B). The prompt ap-
pearance of finite superconducting density, over-
shooting before relaxing into a plateau at a 5-ps
time delay, reflects the transition dynamics be-
tween the striped state and the 3D superconductor.
The temperature dependence of s2(w,t), for time
delays t = 5 ps shows that the signatures of the
transient superconducting state are lost above a base
temperature of 20 K, at least for the 1 mJ/cm2

excitation fluence used here (Fig. 4C).
In Fig. 4D we plot the wavelength-dependent

susceptibility for photoinduced superconduc-
tivity, operationally defined as the inverse of the
fluence Fsat at which the photoinduced optical
properties start saturating (see supporting online
material). The key observation is that the photo-
susceptibility has a pronounced peak at the fre-
quency of the phonon. In comparison, at the
same frequency, the reflectivity and the extinction
coefficient change only marginally. As shown in
Fig. 4D, the photosusceptibility (red dots) fol-
lows the phonon-resonance line shape (dashed
curve), plotted as a “partial” extinction coeffi-
cient aphonon and associated with a single oscil-
lator extracted from a Drude-Lorentz fit of the

broadband reflectivity (28). This observation
suggests that direct coupling to the crystal struc-
ture may be responsible for the ultrafast transition
into the superconducting phase.

The detailed microscopic pathway that leads
to the superconducting state deserves further
discussion. As a working hypothesis, it is helpful
to relate our work to recent studies in striped
cuprates, in which evidence for low-temperature
2D superconductivity was found (32). A plausi-
ble explanation for the decoupling between dif-
ferent striped planes follows directly from the
crystallographic structure of the LTT phase (33),
in which stripes of neighboring planes are oriented
in perpendicular directions, whereas the next-
nearest planes exhibit a shift of a half stripe pe-
riod. This leads to a superconducting order that is
in antiphase between stripes within each plane,
and to canceling of the lowest-order Josephson
coupling between planes (34).

In our experiment, the Josephson effect is
reestablished when mid-IR pulses perturb the
stripe state, which we attribute to a direct dis-
tortion of the LTT structure by the mid-IR ra-
diation. The data of Fig. 4B provides a rise time
for the formation of the superconducting state
tSC < 1 to 2 ps, limited by the temporal resolution
of our measurement. This is a surprisingly short
time scale, and it is difficult to imagine how
mutually incoherent planes could synchronize so
rapidly. At 5 K, only the 100-GHz modes are

Fig. 2. Time-dependent 800-nm intensity re-
flectivity changes after excitation with IR pulses at
16 mm wavelength and ~1mJ/cm2 intensity. Photo-
excitation along the Cu-O planes results in the ap-
pearance of a long-lived meta-stable phase lasting
longer than 100 ps. Excitation with the electric field
polarized orthogonal to the Cu-O plane results in
minimal reflectivity changes.

Fig. 3. (A) Static c-axis electric field reflectance (r = Erefl/Einc)
of LSCO0.16, measured at a 45° angle of incidence above (black
dots) and below (red dots) Tc = 38 K. Here field reflectances r =
Erefl / Einc are measured, as opposed to intensity reflectivities
in the near-IR, because the time domain detection scheme
for short terahertz transients is sensitive to the electric field.

In the equilibrium low-temperature superconducting state, a Josephson plasma edge is clearly
visible, reflecting the appearance of coherent transport. This edge is fitted with a two-fluid model
(continuous line). Above Tc , incoherent ohmic transport is reflected in a featureless conductivity. (B)
Static c-axis reflectance of LESCO1/8 at 10 K. The optical properties are those of a nonsuperconducting
compound down to the lowest temperatures. (C) Transient c-axis reflectance of LESCO1/8, normalized
to the static reflectance. Measurements are taken at 10 K, after excitation with IR pulses at 16 mm
wavelength. The appearance of a plasma edge at 60 cm−1 demonstrates that the photoinduced state
is superconducting.
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Floquet states in quantum systems

• Quasi-steady state, driven system can have strikingly 
different properties 

• Need time-resolved methods to avoid heating issues 
• Also need low-frequency but narrow-band pump 

Full proposal QUBE | 23 
 
 
 
 

6. Research programme 

The world we live in is not at equilibrium. Every process in biology changes an equilibrium, and similarly every 
technological process involves moving material or information. Quantum physics has long focussed on equilibrium 
systems, and indeed many experiments can take days to perform. Only very recently, with the advent of powerful 
lasers in the sub-femtosecond time window, has our technological capability, in effect, caught up with the quantum 
dynamical regime in condensed-matter systems, and this is why now is the time to explore and exploit quantum 
mechanics beyond equilibrium. 

The key scientific and technological questions divide themselves naturally into three groups. First, many processes 
in nature and technology, from photosynthesis and chemical reactions to the switching of a transistor, involve the 
time evolution of a quantum system in response to a step- or delta-function stimulus, as shown schematically on the 
left side of Figure 6.1, and this short-time response is the target of QUBE Research Area 1. Second, a core 
component of both fundamental research and device application is to change the properties of materials, and while 
this can be effected statically by means including a field, a pressure or chemical substitution, the creation of 
dynamically driven steady states (Figure 6.1) offers a far richer spectrum of physical phenomena and 
functionalities, which are the target of QUBE Research Area 2. Third, and perhaps of most immediate relevance to 
the digital economy, quantum mechanics sets limits on conventional electronics, in terms of device size, speed and 
power, but also offers qualitatively new classes of inherently quantum devices with vastly greater capabilities, and 
the target of QUBE Research Area 3 is to investigate non-equilibrium dynamics and transport in spatially varying 
systems, as depicted on the right side of Figure 6.1. 

 

 
 

Figure 6.1. Representing the response of a physical system to a driving laser field: in time (left), the system evolves through 
transient states to the steady Floquet state, before relaxing when the drive is removed [adapted from Aoki et al. (Aoki 2014)]; in 
space (right), both the laser intensity and externally imposed electric-, magnetic-field or temperature vary rapidly on the scale of 
the system. The three QUBE research areas are structured to focus primarily on transient dynamics at switch-on (RA1), the 
establishment of periodically driven states (RA2) and the evolution of these states in spatial field gradients (RA3). 

In brief, RA1 aims to characterise short-time dynamics and entanglement evolution, to switch quantum states and to 
investigate hidden (‘dark’) metastable phases, by performing time-resolved studies ranging from pump-probe 
measurements on electronic and magnetic model materials to investigations of photo-chemical reaction processes. 
RA2 will use the resonant driving of long-lived excitations to control excitation, dissipation and lattice structures, to 
characterise and counteract heating effects and to exploit efficient generation of high harmonics to create laser 
radiation in hitherto inaccessible frequency windows. Both RA1 and RA2 will also span the long-time regime 
in Figure 6.1, where phenomena include relaxation to pre-thermalised metastable states and the eventual 
decoherence of local excitations. RA3 will focus on quantum transport in systems of electrons, spins, nanocrystals 
and atomic gases, on non-equilibrium and disordered lattices and on real device geometries relevant to next-
generation logic switches, light-emitting diodes, photovoltaic components, memory cells, quantum computing 
systems, nano-sensors, and energy-harvesting and -storage units. The research goals in all three RAs will be 
achieved by exploiting SwissFEL, all of the QUBE laser laboratories and all of the participating QUBE groups 
building synthetic quantum models from cold atoms and in hybrid mechanical systems. The new capabilities in 

Full proposal QUBE | 34 
 
 
 
 

interactions. Quantum simulation experiments on cold-atom systems have already been demonstrated (Esslinger) 
but their capabilities need to be expanded, whereas methods for simulating quantum systems by optomechanical 
means (Kippenberg) or with hybrid systems of superconducting qubits coupled to mechanical resonators (Chu) 
show promise but remain at an early stage of development.  

In condensed matter (Johnson, Kenzelmann), we 
propose first to investigate systems with strong 
magnetic frustration, because this results in multiple 
types of magnetic order that are extremely sensitive to 
small changes in the exchange interactions. We will 
begin with the systems TbMnO3 and CuO, which we 
have previously studied extensively in the time 
domain using resonant excitations (Johnson 2012, 
Kubacka 2014, Staub 2014, Matsubara 2015, Johnson 
2015, Bothschafter 2017, Baldini 2018). Both of 
these materials exhibit multiple antiferromagnetically 
ordered phases due to competing nearest- and next-
neighbour interactions. In RA2.1 we will explore the 
effect of non-resonant periodic driving in the mid-
infrared on the magnetic interactions. We would 
employ time-resolved magnetic x-ray scattering at 
SwissFEL to study the long- and short-range 
magnetic correlations that are modified by Floquet 
engineering of these interactions, anticipating that this 
will result in the destabilisation of one type of 
magnetic order in favour of another. These different 
types of order can be distinguished by their 

wavevector or their polarisation dependence. Simultaneously we can measure the time-dependent linear and 
nonlinear THz optical properties during the excitation process (Junginger 2012, Kuehn 2011, Somma 2016, Bowlan 
2014, Somma 2014, Lu 2017, Houver 2018). Similar THz methods will also be used, in combination with 
plasmonic antennas, by the Feurer group to explore gap-opening in driven graphene systems. 

After using these measurements to demonstrate the feasibility of Floquet engineering in condensed matter, we plan 
to focus on quasi-1D spin-1/2 systems that allow closer contact with theoretical predictions and simulation (Figure 
6.7). The spin-1/2 chain with nearest- (J1) and next-nearest-neighbour (J2) interactions is dominated by quantum 
fluctuations: for J2/J1 < 0.2411, the ground state is a gapless Tomonaga-Luttinger liquid with algebraically decaying 
spin correlations, while for J2/J1 > 0.2411 there is a spontaneous dimerisation and gapped excitations. Applied 
magnetic fields lead to additional phases, including spin-density-wave and vector chiral order. The J1-J2 chain is 
then an ideal model to study the Floquet engineering of simple Hamiltonians containing strong quantum 
fluctuations. We aim to study a number of model materials, including KCuF3 and LiCuVO4, whose interactions 
span a range of energies and ratios, also in the presence of magnetic field. Our measurements will include THz 
spectroscopy to characterise Γ-point excitations, from which changes of the relative interaction strength may be 
inferred (Zhang 2018), and coherent x-ray scattering to study the speckles arising from quantum fluctuations. 

After Phase I of QUBE we envision the following outcomes: 

1) At least two joint publications between our theory and simulation groups comparing time-dependent 
VMC, DMRG and DMFT calculations to experiments, particularly those using cold atoms. 

2) Extension of theoretical analysis of Floquet engineering and prethermal states to multi-orbital Hubbard 
systems, to span all four degrees of freedom (electronic, magnetic, orbital, lattice) in condensed matter. 

3) Completion of at least one experiment assessing the feasibility of Floquet engineering in a model magnetic 
system by probing changes in magnetic order during a narrow-band electromagnetic pulse. 

 
Figure 6.7. Floquet engineering by laser illumination of the 
Heisenberg chain with antiferromagnetic nearest- (J1) and next-
nearest-neighbour (J2) interactions. The laser controls the 
effective couplings, generally via phonon or orbiton amplitude 
or by real or virtual electron-hole pair formation, and drives the 
magnet from a spontaneously dimerised, gapped and insulating 
phase (at large J2/J1) to a quasi-long-range-ordered 
antiferromagnet with gapless, conducting spinons. Laser tuning 
acts as a rapid switch between states conducting and insulating 
for spin and heat. The key challenge is to achieve significant 
tuning (large laser amplitude) while avoiding the injection of 
excessive energy, which would destroy the insulating gap. 
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X-ray spectroscopies

• Access to O K-edge, 3d L-edges 
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X-ray absorption

Resonant elastic scattering

Resonant inelastic scattering

X-ray spectroscopies

[C.-L. Dong et al. SPIE Newsroom. 
DOI: 10.1117/2.1200708.0812 (2007)]

electronic core is present. The system quickly decays from
this intermediate state, typically within 1–2 fs. Decay is
possible in a number of ways, for instance, via an Auger
process, where an electron fills the core hole while simulta-
neously emitting another electron. This nonradiative decay
channel is not relevant for RIXS, which instead is governed
by fluorescent decay, in which the empty core state is filled by
an electron and at the same time a photon is emitted.

There are two different scattering mechanisms by which
the energy and momentum of the emitted photon can change
from the incident one. These are known as direct and indirect
RIXS. The distinction between these two is discussed quali-
tatively below and made precise in Sec. III.B. The classifica-
tion of a resonant inelastic x-ray process as being either direct
or indirect (van den Brink and van Veenendaal, 2005, 2006) is
useful because the cross sections for each are quite different.
When direct scattering is allowed, it is the dominant inelastic
scattering channel, with indirect processes contributing only
in higher order. In contrast, for the large class of experiments
for which direct scattering is forbidden, RIXS relies exclu-
sively on indirect scattering channels.

1. Direct RIXS

For direct RIXS, the incoming photon promotes a core
electron to an empty valence band state; see Fig. 7.
Subsequently an electron from a different state in the valence
band decays and annihilates the core hole.

The net result is a final statewith an electron-hole excitation,
since an electron was created in an empty valence band state
and a hole in the filled valence band; see Fig. 7. The electron-
hole excitation can propagate through the material, carrying
momentum ℏq and energy ℏ!. Momentum and energy con-
servation require that q ¼ k0 " k and ! ¼ !k "!k0 , where
ℏk (ℏk0) and ℏ!k (ℏ!k0) are themomentum and energy of the
incoming (outgoing) photon, respectively.

For direct RIXS to occur, both photoelectric transitions—
the initial one from core to valence state and the succeeding
one from the conduction state to fill the core hole—must be
possible. These transitions can, for instance, be an initial
dipolar transition of 1s ! 2p followed by the decay of
another electron in the 2p band from 2p ! 1s, in, for ex-
ample, wide-band-gap insulators. This happens, for instance,
at the K edge of oxygen, carbon, and silicon. At transition-
metal L edges, dipole transitions give rise to direct RIXS via
2p ! 3d absorption and subsequent 3d ! 2p decay. In all
these cases, RIXS probes the valence and conduction states
directly. Although the direct transitions into the valence shell
dominate the spectral line shape, the spectral weight can be
affected by interactions in the intermediate state driven by, for
example, the strong core-hole potential.

2. Indirect RIXS

The indirect RIXS process is slightly more complicated.
For pure indirect RIXS to occur, photoelectric transitions
from the core state to conduction-band states must be weak.
Instead, the incoming photon promotes a core electron into an
empty state several electron volts above the Fermi level.
Subsequently, the electron decays from this state to fill the
core hole; see Fig. 8. The most studied example is RIXS at the
transition-metal K edges (1s ! 4p). In the absence of any
additional interaction, no inelastic scattering would be ob-
served. But in the intermediate state a core hole is present,
which exerts a strong potential on the 3d valence electrons
that therefore tend to screen the core hole. The core-hole
potential scatters these valence electrons, thereby creating
electron-hole excitations in the valence band. After the 4p !
1s decay, the electron-hole excitations are then left behind in
the system.

Indirect RIXS is thus due to shake-up excitations created
by the intermediate-state core hole. The fact that close to the
absorption edge the 1s core hole and 4p electron bind to-
gether to form an exciton does not change this picture con-
ceptually; in this case, one may think of the valence electrons
as scattering off this exciton.

E. Relation to other spectroscopies

1. RIXS, (N)IXS, XAS, XES, and EELS

Resonant inelastic x-ray scattering is also sometimes re-
ferred to as resonant x-ray emission spectroscopy, resonant
x-ray fluorescence spectroscopy, or resonant Raman spectros-
copy. These different names all indicate essentially the same
process. Throughout this review, we will use only the term
resonant inelastic x-ray scattering.

RIXS is a two-step process involving a photoelectric tran-
sition from a deep-lying core level into the valence shell, with
the material absorbing an x-ray photon. After evolving for a
very short period in this highly excited state, the system
decays under the emission of an x-ray photon.

The term inelastic x-ray scattering is reserved for processes
where the photon scatters inelastically by interacting with the
charge density of the system. IXS measures the dynamic

FIG. 8 (color). In an indirect RIXS process, an electron is excited
from a deep-lying core level into the valence shell. Excitations are
created through the Coulomb interaction Uc between the core
hole (and in some cases the excited electron) and the valence
electrons. The photoelectron subsequently decays leaving behind
an excitation in the valence band with momentum ℏk0 " ℏk and
energy ℏ!k " ℏ!k0 .

Luuk J. P. Ament et al.: Resonant inelastic x-ray scattering studies . . . 711

Rev. Mod. Phys., Vol. 83, No. 2, April–June 2011

[Ament et al. RMP 83, 709 (2011)]

Rep. Prog. Phys. 76 (2013) 056502 J Fink et al

penetration depth. This limits studies to only the topmost
100 atomic layers or, depending on the resonance used, even
less. But these limitations are very often compensated by
the gain in sensitivity, which is extremely important when
turning to magnetic and electronic properties of samples
characterized by a very small amount of contributing material,
i.e. for studying thin films and nanostructures, as well as
surfaces and interfaces. As a consequence of the broken
translational symmetry at the surface, nanosystems can show
ordering phenomena which differ locally or macroscopically
from those of the respective bulk systems, and even completely
new phenomena can arise. For such systems, RSXS has
been established as a very powerful and unique tool to study
complex electronic ordering phenomena on a microscopic
scale. The need for such studies has strongly increased
within the last decade since the fabrication of high quality
samples with macroscopic properties tunable by composition,
strain, size and dimensionality has become possible, raising the
hope for future multifunctional heterostructures characterized
by unexpected and unexplored novel material properties and
functionality.

Although RSXS offers many important ingredients to
study condensed matter, it has only recently developed its full
power. The reason for this is that intense soft x-ray sources
with tunable energy only became available with the advent
of 2nd and 3rd generation synchrotron radiation facilities.
Furthermore, these soft x-rays are absorbed in air and therefore
the diffraction stations have to operate in vacuum, which poses
another complication and made the development of RSXS
challenging. Finally, as mentioned above, the penetration
depth into the solids is of the order of nanometres which means
that surface effects may become important. Thus, in many
surface sensitive systems the surfaces should be prepared under
ultra-high vacuum (UHV) conditions or at least should be kept
under UHV during the measurements.

This review covers the recent progress in RSXS and
gives a survey of the application of the technique. After the
introduction, we present the principles of RSXS, followed by
a description of the experimental development. The main part
is then devoted to the application of RSXS in the study of
magnetic structures, charge order, and orbital order in thin
layers, artificial structures, interfaces, and correlated systems.
The review concludes with a summary and an outlook.

2. Principles of resonant x-ray scattering

Elastic resonant x-ray scattering combines x-ray spectroscopy
and x-ray diffraction in one single experiment. Roughly
speaking, x-ray diffraction provides information about the
spatial order, while the spectroscopic element provides
sensitivity to the electronic states involved in the ordering.
A first qualitative understanding of this strongly enhanced
sensitivity to electronic order can be gleaned from the
schematic illustration of the resonant scattering process shown
in figure 1: the incoming photon virtually excites a core
electron into the unoccupied states close to the Fermi level,
thereby creating the so-called intermediate state |I ⟩ of the
resonant scattering process. This virtual transition depends

Figure 1. Schematic illustration of the elastic resonant scattering
process. In the first step an incoming photon is absorbed by the
scatterer (left) and a core electron is promoted into an unoccupied
state close to the Fermi level. This results in the intermediate state
of the scattering process (middle). The intermediate state then
decays via recombination of the excited electron with the core hole
and a photon is emitted. In the resulting final state the electronic
configuration of the scatterer (right) is identical to that of the
initial state.

very strongly on the properties of the valence shell and,
therefore, results in the tremendously enhanced sensitivity of
resonant x-ray scattering to electronic ordering. The state
|I ⟩ then decays back into the ground state |G⟩ and a photon
with the same energy as the incoming one is re-emitted. This
combination of spectroscopy and diffraction will be described
in the following.

2.1. Diffraction from a crystal

In this section, aspects of the diffraction of x-rays by a
crystal will be summarized. For more detailed and extensive
descriptions of this topic the reader is referred to the
literature [11– 14].

2.1.1. Diffracted intensity in the kinematic approximation.
In the following we will consider a crystal that is formed by
a perfect periodic arrangement of lattice sites, which act as
scattering centres for the incident x-ray field. The scattering
from site n in the crystal is described in terms of a scattering
length fn, which is also called the form factor, and can be
represented as [15]

fn = f T
n + f M

n + !f ′
n + i!f ′′

n . (1)

The first two terms f T
n and f M

n represent the non-resonant
charge and magnetic scattering, respectively, where the
scattering described by f T

n , which is proportional to the
total number of electrons of the scatterer, is called Thomson
scattering. !fn = !f ′

n+i!f ′′
n denotes the so-called dispersion

correction, which is not only a function of the photon energy
h̄ω, but also of the polarization of the incoming (e) and
scattered beam (e′). This correction becomes very important

3
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• Correlated systems: 
• L2,3-edges of transition 

metals: 3d orbitals 
• K-edge of O: 2p orbitals
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X-ray spectroscopies

• XAS:  electronic structure, 
element-specific magnetic 
moment (XMCD) 

• RIXS:  low-energy 
excitations, dispersion 

• REXS:  long-range order of 
valence orders

[M. Cohey, Nature 430, 155 (2004)]

[ J. Schlappa et al., 
Nature 485, 82 (2012)]

https://www-ssrl.slac.stanford.edu/stohr/xmcd.htm
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Why FEL?

• Main advantages for time-resolved (pump-probe) 
measurements 

• As probe: 
• “Snapshots” of electronic, magnetic structure 

(XAS, REXS) 
• Applied to RIXS, gives coupling to low-energy 

excitations (vs. momentum) 
• As pump: 

• Very fast decoherence (~ fs), scattering to many 
other states (heating) 

• Sample damage issues (esp. for nonlinear cases)
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Example:  THz pump, REXS probe

• THz pump of “electromagnon” 
• Hybrid of spin and lattice 

excitations 
• Very specific excitation:  

minimal competing channels 
• RXES probe of magnetic 

structure shows spin response

TbMnO3 – spin-spiral MF 

Senff 2008 

excitations due to the 
electromagnetic coupling: 

MF 
Tb 

MF 
Pc>0 

AFM 
P = 0 

TTb=7K TC=28K TN=41K 

PM 
P = 0 

Pbnm1’ Pbn211’ 

incommensurate modulation (0,kb,0),  
kb ≈  0.28 

T 

spin-spiral  
excitation,  

1.8 THz 

higher-harmonic, 
ellipticity, phonons  

0.7 THz 

Kimura 2003 

Pc 

TbMnO3

8 
 

 
Fig. 1. (A) The magnetic structure of TbMnO3 below 27 K. The spins of the Mn 3d shells (black 
arrows) form a spiral propagating within a (bc) crystallographical plane. For better clarity, the 
oxygens are depicted in the form of gray octahedra around the Mn atoms (blue spheres). (B) 
Schematic of the experimental setup. The sample was pumped with a THz pulse resonant with 
the strongest electromagnon (THz spectrum of TbMnO3 (25) is displayed in the lower inset). The 
sample response was measured using the x-ray pulse resonant with the Mn L2 edge (see higher 
inset for the XAS spectrum of the (0q0) diffraction peak). The diffraction peak is shown as 
recorded on the CCD camera.  

 
  

[T. Kubacka et al., Science 343, 1333 (2014)]
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Time vs. Frequency domain

understanding of which lies at the heart of present day
condensed matter physics. Most often this many-body phys-
ics is captured in model Hamiltonians, the exact parameters
of which must be determined experimentally. RIXS, along
with other spectroscopic techniques, can play an important
role there, though we note that it is a spectroscopic technique
applicable to many other materials and is, of course, not
limited to correlated systems.

In the following, we discuss the relevant excitation energy
and momentum scale on which RIXS can probe the excitation
spectrum of a solid. We then briefly introduce the kinds of
elementary excitations that are accessible to RIXS.

1. Excitation energy and momentum scale

As shown in Fig. 6, the elementary excitation spectrum in
solids spans the range from plasmons and charge-transfer
(CT) excitations at a few eV, determining, for instance,
optical properties, through excitons, dd excitations, and mag-
nons down to phonons at the meV scale. In principle, RIXS
can measure the momentum dependence of the excitation
energy of all these modes, i.e., their dispersion, because the
photon transfers momentum as well as energy to the material
under study.

This is unusual if one is accustomed to optical light
scattering, such as Raman scattering (Devereaux and Hackl,
2007). Photons in the visible range of the spectrum with an
energy of a few eV carry negligible momentum compared to
the quasimomentum of the elementary excitations of a solid
(see Fig. 1). A photon of 2 eV has a momentum of
ℏq¼ 10"27 kgm=s, or a wave vector q¼ 10"3 !A"1,
whereas elementary excitations in a crystal with a lattice
constant of say 3 Å have wave vectors up to q¼ 2!=3 #
2 !A"1. On this scale optical light scattering is in essence a
zero momentum probe. To measure the dispersion of elemen-
tary excitations for momenta in a sizable portion of a typical
Brillouin zone, x rays with energy on the order of 1 keV or
more are needed, corresponding to, for instance, the Cu
L edge.

2. Overview of elementary excitations

Here we discuss the different elementary excitations ac-
cessible to RIXS; a detailed review is provided in Sec. V.

a. Plasmons

Collective density oscillations of an electron gas are
referred to as plasmons. They can be observed by inelastic
x-ray scattering (IXS) or by optical probes since they occur at
finite energy for q¼ 0. Thus plasmon excitations are ob-
served in IXS, but from the little work that has been done it
appears their resonant enhancement is weak; see Sec. V.A.

b. Charge-transfer excitations

Charge transport in a condensed matter system is deter-
mined by the energetics of moving electrons from one site to
another. In a transition-metal oxide, there are two relevant
energy scales for this process. The first is the energy asso-
ciated with an electron hopping from a ligand site to a metal
site. This is known as the charge-transfer energy ", where
" ¼ Eðdnþ 1LÞ " EðdnÞ, and L represents a hole on the li-
gand site. The second energy scale is the energy U associated
with moving a d electron from one metal site to another,
where U ¼ Eðdnþ 1Þ þ Eðdn"1Þ " 2EðdnÞ. Strongly corre-
lated insulators may be classified by which of these two
energies is the larger (Zaanen et al., 1985). If U > ", then
the gap is of the charge-transfer type and the system is said to
be a charge-transfer insulator. Conversely, if U < ", then the
gap is controlled by the d-d Coulomb energy and the system
is said to be a Mott-Hubbard insulator.

The bulk of transition-metal oxide compounds, including
the cuprates, nickelates, and manganites, are in the
charge-transfer limit. This means the lowest lying excitations
across the optical gap are charge-transfer excitations and,
therefore, these are of central importance in these materials.
Key questions include the size of the gap (typically on the
order of a few eV) and the nature of the excitations: Do they
form bound exciton states? Are these localized or can they
propagate through the lattice? What are their lifetimes, sym-
metries, and temperature dependence, etc. While some stud-
ies have been performed using other techniques, notably
electron-energy-loss spectroscopy (EELS) and optical con-
ductivity measurements, RIXS offers a powerful probe for
many of these questions and has been applied extensively. We
review the experimental results and their theoretical interpre-
tation in Sec. V.B.

c. Crystal-field and orbital excitations

Many strongly correlated systems exhibit an orbital degree
of freedom, that is, the valence electrons can occupy different
sets of orbitals. Orbitally active ions are also magnetic: They
have a partially filled outer shell. This orbital degree of
freedom determines many physical properties of the solid,
both directly and indirectly, because the orbitals couple to
other degrees of freedom. For instance, the orbital’s charge
distribution couples to the lattice, and according to the
Goodenough-Kanamori rules for superexchange the orbital
order also determines the spin-spin interactions. The nature of
the orbital degree of freedom, the orbital ground state, and its
excitations are an important aspect of strongly correlated
systems.

FIG. 6 (color). Different elementary excitations in condensed
matter systems and their approximate energy scales in strongly
correlated electron materials such as transition-metal oxides.
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• High time resolution: unique opportunity to explore 
new time-domain analogs of conventional 
spectroscopies

Lecture 9 (half lecture, following end of THz): Short pulse x-ray

sources from accelerators

Lecturer: S. Johnson
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Abstract

This lecture briefly discusses accelerator-based sources of short pulses of x-ray radiation.

Main reading: R. W. Schoenlein et al. Science 287, 2237 (2000).

1 Synchrotron radiation

t < 0

t = t1

t = 0+

t = t2

t = t3 � ⌧

E = h⌫

T = 1/⌫

Synchrotrons are charged particle accelerator facilities that are predominantly used to generate elec-
tromagnetic radiation for experiments, particularly in the x-ray range where competing technologies are
comparatively weak. Physically, a synchrotron typically consists of an electron source (similar to a cath-
ode ray) that is accelerated to relativistic speeds by a linear accelerator using predominantly electric
fields to an energy of 1-2 GeV. This electron beam is then injected into a storage ring where the electrons
are forced by magnets to follow a nearly circular trajectory. Every time the electrons are accelerated
(including a change of direction via magnetic field) radiation is emitted. This leads to a loss of energy
which is replenished by radio frequency cavities that, provided the phase of the RF field is correct with
respect to the time that the electrons traverse the cavity. For this reason the electron beam in the storage
ring is not continuous but “bunched” in time. The time between bunches is equal to the period of the RF
used to reaccelerate electrons. Typically the RF frequency is 500 MHz, leading to a 2 ns spacing. Since
charge-charge scattering leads to losses of the beam, typical durations of the bunches are kept fairly long,
on the order of 100 ps.

1.1 Bending magnets

As noted above, the magnetic field from bending magnets that keep the electrons in a stable orbit result
in radiation. For relativistic electrons, the radiation is directed forward in a cone with approximate
radius 1/�, where � = 1/

p
1� v/c. The spectrum of the radiation seen by an observer is roughly peaked

a a frequency given by the inverse of the “traversal time” of this radiation cone for an observer outside
the storage ring (see accompanying slides on Moodle for the derivation). The precise relation is

!c =
3eB�2
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Time vs. Frequency domain

• Optics:  pump-probe in perturbative regime gives 
information similar to spontaneous Raman scattering 

• Requires pulses shorter than period
[13]). The transient can be decomposed into an electronic
part, which shows a biexponential decay with time scales
!1 ! 0:2 ps and !2 ! 5 ps [6], and a coherent part whose
Fourier transform, obtained by the fast Fourier transform
(FFT) analysis, is shown in panel (b). The FFT shows
numerous frequency components which can be attributed
to the coherently excited phonon modes [1,4,6]. Most of
the observed modes are seen also in Raman [14]; however,
the far superior dynamic range and frequency resolution
(!0:1 cm"1) of the data obtained by the time-resolved
technique enables detailed study of their T dependence.

Figure 1(c) shows the T dependence of the correspond-
ing FFT spectrum. Most of the modes are seen only below
Tc implying that these modes result from the symmetry
breaking in the CDW phase. Noteworthy, not only the
1.68 THz mode, which is commonly referred to as the
amplitude mode of the CDW, but also numerous higher
frequency modes show comparable softening as T ! Tc.
To analyze the T dependence of the modes we fit the FFT
data with a sum of damped oscillators. To do so, we first fit
the mode that has the strongest amplitude, subtract the
resulting fit from the raw data, and perform the same

routine on the residual signal to extract the data on the
next most intense mode. The T dependence of the seven
lowest frequency modes is shown in Fig. 2(b). We see that
three modes in this frequency range show pronounced
softening as T ! Tc, while the frequencies of four very
narrow modes at 1.36, 1.72, 2.23, and 2.58 THz remain
constant within the experimental accuracy. The frequen-
cies of the most intense modes at 1.68, 2.22, and 2.55 THz,
match well with the modes at 2kF as seen in neutron
experiments [10,11]—see Fig. 2(a). These observations
suggest that these modes, observed in time-resolved ex-
periments as well as in Raman (both probing at q ¼ 0),
originate from some type of ‘‘zone folding’’ mechanism, as
argued earlier [4,6,14]. As we show below, this ‘‘folding’’
can be naturally explained by considering linear coupling
of the EOP with the 2kF phonons.
The CDW transition in K0:3MoO3 (space group C2=m ),

is characterized by the modulation wave vector (1, ",
"0:5) which corresponds to the vector k3 of the Brillouin
zone (BZ) in Kovalev’s notation [15]. This vector is the
non-Lifshitz point of the BZ and describes the appearance
of an incommensurate structural and electron density
modulation; the modulation is incommensurate down to
the lowest T with " approaching 0.75 [12]. Vector k3
belongs to the two-arms star of the wave vector with prongs
transforming one to another via inversion (K0:3MoO3 re-
tains the inversion symmetry in the CDW phase [16]).
Therefore, the small group has two elements and two
irreducible representations and the CDW phase transition
is characterized by the two component order parameter.
The order parameter can be represented by a complex
number ! ¼ !1 þ i!2, where !1 and !2 are the real

0. 1
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FIG. 2 (color online). (a) Phonon dispersion in (1, ", "0:5)
direction at 230 K—reproduced from Ref. [10]. The dashed line
corresponds to the CDWmodulation wave vector, while the solid
line is the expected dispersion of the LA mode at T % Tc.
(b) The T dependence of selected phonon modes: measured #
and "=2$ (solid symbols and bars) fit with the model (solid lines
and shaded areas)—see also [13]. The values of %m 2

i (in units
THz3) obtained from the fit are shown. The frequencies (damp-
ings) of the infrared modes at 6 K from Ref. [16] are shown by
solid black symbols.
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FIG. 1 (color online). (a) Transient change in reflectivity of

K0:3MoO3 with ~E k ~b at 10 K following photoexcitation with a
40 fs laser pulse. Dashed line is the fitted electronic transient.
Inset: blowup of the response near 250 ps. (b) The FFT spec-
trum (amplitude) of the coherent parts of the signals, compared
to the recent Raman data (gray) from Ref. [14]. (c) The
T dependence of the corresponding FFT spectrum in the range
between 1–6 THz.
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 [H. Schäfer et al. PRL 105, 066402 (2010)]

circular spot of diameter 66 !m !pump" and 38 !m !probe",
using an average power of 10 mW !pump" and 2.5 mW
!probe".

III. RESULTS

In Fig. 1 we show an example of coherent phonon
oscillations associated with E2 !LF". For a strictly impulsive
force, "!t", a mode of frequency f0 behaves as
Q# e−$t sin!2% f0t", where Q is the phonon coordinate and
$=1/&.13 Since ' T# dQ /dt,2 we get ' T# e−$t cos!2% f0t".
Thus, it is, in principle, possible to relate the real part of the
Fourier transform !FT" of the transmitted signal to the spon-
taneous Raman line shape, determined by the imaginary part
of the phonon self-energy.2,14 However, uncertainty in the
determination of time zero and artifacts produced by
multiple reflections of the pump beam cause the FT compo-
nents to become a mixture of the real and imaginary parts
of the self-energy. This problem could be partially circum-
vented by computing the power spectrum, but such approach
is not entirely satisfactory because the width of the
power spectrum is not directly related to the width of
the imaginary part of the self-energy. To solve this problem,
we developed a phase-correction algorithm similar to the
one used for the analysis of nuclear-magnetic-resonance
!NMR" data.15 This algorithm yields a corrected FT spectrum
that can be directly compared with theoretical calculations of
the Raman line shape. In Fig. 2 we show the corrected FT
of the coherent phonon oscillations, which we denote as
the Raman line shape. In addition to applying the above-
mentioned phase correction, we optimized the density of
points in Fig. 2 by using a standard NMR-FFT !fast FT"
zero-filling approach.9 We fit the resulting line shape with
a Lorentzian profile of the form A#!f − f0"2+ !$ /2%"2$−1,
from which we obtain the mode frequency f0 and the
full width at half maximum FWHM=$ /% of the Raman
line shape. These parameters are plotted in Fig. 3 as a
function of temperature. Notice the high precision of the
data. For T=5 K, for example, the mode frequency
is f0= !2.9789±0.0002" THz#!99.390±0.007" cm−1$ and
$ /%= !1.602±0.052"(10−3 THz #!0.0535±0.002" cm−1$.

Thus the frequency is obtained with five significant figures.16
The largest source of error in the frequency is the uncertainty
in the length of the delay line, followed by corrections aris-
ing from fluctuations in the refractive index of air. Since
there are relatively simple ways to reduce the experimental
uncertainty, the ultimate precision of the ISRS technique has
not been reached so far. The ability to measure phonon fre-
quencies with very high precision may open up applications
for phonon spectroscopy in materials.
In order to validate our FT procedure, we also obtained

the lifetimes directly from the time-domain data by fitting 4
ps segments of data !see the inset of Fig. 1" with an
expression of the form A cos!2% f0t+)" and plotting the re-
sulting average amplitude A versus the average delay time tc
!the time at the center of the interval", as shown in Fig. 4.

FIG. 1. !Color online". Differential change in transmission
at 20 K and 292 K showing coherent E2 !LF" oscillations in ZnO.
The black rectangle indicates the range of the scan shown in the
inset.

FIG. 2. Raman line shapes obtained from the time-domain co-
herent phonon oscillations !circles". The solid lines represent
Lorentzian fits to the data. An arbitrary vertical offset was applied
to the data for clarity.

FIG. 3. Temperature dependence of the Raman line shape
FWHM obtained from Lorentzian fits to the frequency-domain data
!circles" and time-domain fits to the coherent-oscillation amplitude
using a simple decaying exponential !squares"; see the text and also
Fig. 4. The diameter of the circles and the side of the squares give
the vertical errors. Full and dotted lines are fits neglecting, respec-
tively, down- and upconversion processes. Inset: frequency versus
temperature. The dotted curve is a guide to the eye.
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Fig. 4. The diameter of the circles and the side of the squares give
the vertical errors. Full and dotted lines are fits neglecting, respec-
tively, down- and upconversion processes. Inset: frequency versus
temperature. The dotted curve is a guide to the eye.
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circular spot of diameter 66 !m !pump" and 38 !m !probe",
using an average power of 10 mW !pump" and 2.5 mW
!probe".

III. RESULTS

In Fig. 1 we show an example of coherent phonon
oscillations associated with E2 !LF". For a strictly impulsive
force, "!t", a mode of frequency f0 behaves as
Q# e−$t sin!2% f0t", where Q is the phonon coordinate and
$=1/&.13 Since ' T# dQ /dt,2 we get ' T# e−$t cos!2% f0t".
Thus, it is, in principle, possible to relate the real part of the
Fourier transform !FT" of the transmitted signal to the spon-
taneous Raman line shape, determined by the imaginary part
of the phonon self-energy.2,14 However, uncertainty in the
determination of time zero and artifacts produced by
multiple reflections of the pump beam cause the FT compo-
nents to become a mixture of the real and imaginary parts
of the self-energy. This problem could be partially circum-
vented by computing the power spectrum, but such approach
is not entirely satisfactory because the width of the
power spectrum is not directly related to the width of
the imaginary part of the self-energy. To solve this problem,
we developed a phase-correction algorithm similar to the
one used for the analysis of nuclear-magnetic-resonance
!NMR" data.15 This algorithm yields a corrected FT spectrum
that can be directly compared with theoretical calculations of
the Raman line shape. In Fig. 2 we show the corrected FT
of the coherent phonon oscillations, which we denote as
the Raman line shape. In addition to applying the above-
mentioned phase correction, we optimized the density of
points in Fig. 2 by using a standard NMR-FFT !fast FT"
zero-filling approach.9 We fit the resulting line shape with
a Lorentzian profile of the form A#!f − f0"2+ !$ /2%"2$−1,
from which we obtain the mode frequency f0 and the
full width at half maximum FWHM=$ /% of the Raman
line shape. These parameters are plotted in Fig. 3 as a
function of temperature. Notice the high precision of the
data. For T=5 K, for example, the mode frequency
is f0= !2.9789±0.0002" THz#!99.390±0.007" cm−1$ and
$ /%= !1.602±0.052"(10−3 THz #!0.0535±0.002" cm−1$.

Thus the frequency is obtained with five significant figures.16
The largest source of error in the frequency is the uncertainty
in the length of the delay line, followed by corrections aris-
ing from fluctuations in the refractive index of air. Since
there are relatively simple ways to reduce the experimental
uncertainty, the ultimate precision of the ISRS technique has
not been reached so far. The ability to measure phonon fre-
quencies with very high precision may open up applications
for phonon spectroscopy in materials.
In order to validate our FT procedure, we also obtained

the lifetimes directly from the time-domain data by fitting 4
ps segments of data !see the inset of Fig. 1" with an
expression of the form A cos!2% f0t+)" and plotting the re-
sulting average amplitude A versus the average delay time tc
!the time at the center of the interval", as shown in Fig. 4.

FIG. 1. !Color online". Differential change in transmission
at 20 K and 292 K showing coherent E2 !LF" oscillations in ZnO.
The black rectangle indicates the range of the scan shown in the
inset.

FIG. 2. Raman line shapes obtained from the time-domain co-
herent phonon oscillations !circles". The solid lines represent
Lorentzian fits to the data. An arbitrary vertical offset was applied
to the data for clarity.

FIG. 3. Temperature dependence of the Raman line shape
FWHM obtained from Lorentzian fits to the frequency-domain data
!circles" and time-domain fits to the coherent-oscillation amplitude
using a simple decaying exponential !squares"; see the text and also
Fig. 4. The diameter of the circles and the side of the squares give
the vertical errors. Full and dotted lines are fits neglecting, respec-
tively, down- and upconversion processes. Inset: frequency versus
temperature. The dotted curve is a guide to the eye.
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Lecture 9 (half lecture, following end of THz): Short pulse x-ray

sources from accelerators

Lecturer: S. Johnson

May 6, 2016

Abstract

This lecture briefly discusses accelerator-based sources of short pulses of x-ray radiation.

Main reading: R. W. Schoenlein et al. Science 287, 2237 (2000).

1 Synchrotron radiation
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Synchrotrons are charged particle accelerator facilities that are predominantly used to generate elec-
tromagnetic radiation for experiments, particularly in the x-ray range where competing technologies are
comparatively weak. Physically, a synchrotron typically consists of an electron source (similar to a cath-
ode ray) that is accelerated to relativistic speeds by a linear accelerator using predominantly electric
fields to an energy of 1-2 GeV. This electron beam is then injected into a storage ring where the electrons
are forced by magnets to follow a nearly circular trajectory. Every time the electrons are accelerated
(including a change of direction via magnetic field) radiation is emitted. This leads to a loss of energy
which is replenished by radio frequency cavities that, provided the phase of the RF field is correct with
respect to the time that the electrons traverse the cavity. For this reason the electron beam in the storage
ring is not continuous but “bunched” in time. The time between bunches is equal to the period of the RF
used to reaccelerate electrons. Typically the RF frequency is 500 MHz, leading to a 2 ns spacing. Since
charge-charge scattering leads to losses of the beam, typical durations of the bunches are kept fairly long,
on the order of 100 ps.

1.1 Bending magnets

As noted above, the magnetic field from bending magnets that keep the electrons in a stable orbit result
in radiation. For relativistic electrons, the radiation is directed forward in a cone with approximate
radius 1/�, where � = 1/

p
1� v/c. The spectrum of the radiation seen by an observer is roughly peaked

a a frequency given by the inverse of the “traversal time” of this radiation cone for an observer outside
the storage ring (see accompanying slides on Moodle for the derivation). The precise relation is

!c =
3eB�
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Fourier-transform inelastic X-ray scattering from
time- and momentum-dependent phonon–phonon
correlations
M. Trigo1,2*, M. Fuchs1,2, J. Chen1,2, M. P. Jiang1,2, M. Cammarata3, S. Fahy4, D. M. Fritz3, K. Gaffney2,
S. Ghimire2, A. Higginbotham5, S. L. Johnson6, M. E. Kozina2, J. Larsson7, H. Lemke3,
A. M. Lindenberg1,2,8, G. Ndabashimiye2, F. Quirin9, K. Sokolowski-Tinten9, C. Uher10, G. Wang10,
J. S. Wark5, D. Zhu3 and D. A. Reis1,2,11*

The macroscopic characteristics of a material are determined

by its elementary excitations, which dictate the response of

the system to external stimuli. The spectrum of excitations

is related to fluctuations in the density–density correlations

and is typically measured through frequency-domain neutron
1

or X-ray
2–4

scattering. Time-domain measurements of these

correlations could yield a more direct way to investigate

the excitations of solids and their couplings both near to

and far from equilibrium. Here we show that we can access

large portions of the phonon dispersion of germanium by

measuring the diffuse scattering from femtosecond X-ray free-

electron laser pulses. A femtosecond optical laser pulse slightly

quenches the vibrational frequencies, producing pairs of high-

wavevector phonons with opposite momenta. These phonons

manifest themselves as time-dependent coherences in the

displacement correlations
5
probed by the X-ray scattering. As

the coherences are preferentially created in regions of strong

electron–phonon coupling, the time-resolved approach is a

natural spectroscopic tool for probing low-energy collective

excitations in solids, and theirmicroscopic interactions.

Density fluctuations in nominally periodic media reduce the
intensity of the Bragg diffraction peaks and consequently increase
the weak diffuse scattering between these peaks, the details
of which reflect the amplitudes and spatial frequencies of the
fluctuations6. The scattered intensity is determined by the dynamic
structure factor S(Q,!) at momentum Q and frequency !,
which is proportional to the Fourier transform of the correlation
function of the density–density fluctuations. For phonons, these
correlations are huq(0)u�q(t )i, where uq is the phonon amplitude
at reduced wavevector q=Q�KQ and KQ is the closest reciprocal
lattice vector to Q, and in this context the expectation value
is a thermal average7. In typical X-ray or neutron scattering
experiments the measured diffuse scattering is proportional to the
equal-time correlations huq(0)u�q(0)i (refs 3,7,8); whereas dynamic
information is obtained by analysing the energy and momentum

1Stanford Institute for Materials and Energy Sciences, SLAC National Accelerator Laboratory, Menlo Park, California 94025, USA, 2Stanford PULSE
Institute, SLAC National Accelerator Laboratory, Menlo Park, California 94025, USA, 3Linac Coherent Light Source, SLAC National Accelerator Laboratory,
Menlo Park, California 94025, USA, 4Tyndall National Institute and Department of Physics, University College, Cork, Ireland, 5Department of Physics,
Clarendon Laboratory, University of Oxford, Parks Road, Oxford OX1 3PU, UK, 6Physics Department, ETH Zurich, 8093 Zurich, Switzerland, 7Department
of Physics, Lund University, S-22100 Lund, Sweden, 8Department of Materials Science and Engineering, Stanford University, Stanford, California 94305,
USA, 9Faculty of Physics and Center for Nanointegration Duisburg-Essen (CENIDE), University of Duisburg-Essen, 47048, Duisburg, Germany,
10Department of Physics, University of Michigan, Ann Arbor, Michigan 48109, USA, 11Departments of Photon Science and Applied Physics, Stanford
University, Stanford, California 94305, USA. *e-mail: mtrigo@slac.stanford.edu; dreis@slac.stanford.edu

of the inelastically scattered photons from a highly monochromatic
beam. As we demonstrate here in a single crystal of the prototypical
semiconductor germanium, a femtosecond laser pulse generates
temporal coherences in the equal-time correlation functions
g (⌧ )= huqu�qi parameterized by the pump–probe delay ⌧ between
the optical pulse and the X-ray probe. As the X-ray pulse from
the free-electron laser (FEL) is short compared with the vibrational
motion, we assume that the scattering is effectively instantaneous.
Under this approximationwemeasure g (⌧ ) stroboscopically, which
unlike in the thermal case has an oscillatory contribution from a
two-phonon squeezed state generated by the laser pulse, as well as
a contribution from incoherent changes in populations9. In this
paper we focus on the oscillatory component, which yields large
portions of the phonon dispersion directly from the measurement
without any particularmodel of the interatomic forces.

Consider a sudden change in the harmonic potential driven
by excitation of electron–hole pairs by the laser pulse, which
for tetrahedrally bonded semiconductors is expected to primarily
soften the transverse acoustic modes10–13. The evolution of a
harmonic oscillator after a sudden quench of the frequency has been
studied in the context of vacuum squeezing, as shown for photons14
and phonons15,16. This effect is formally equivalent to the dynamical
Casimir effect17 and its acoustic analogue in which a sudden quench
of the sound velocity was shown to produce correlated pairs of
phonons18, and is analogous to (spontaneous) parametric down-
conversion. Although our experiment was performed at room
temperature, and the results are due to thermal rather than vacuum
squeezing, we consider the zero temperature case for simplicity.

For oscillators with frequencies ⌦q and mass m in the ground
state, a sudden change in the frequency ⌦q ! ⌦ 0

q at ⌧ = 0 leaves
each mode in a state where the variance in the displacement
evolves according to19

huqu�qi = 1
4m⌦q

[(1+�2
q)+ (1��2

q)cos(2⌦
0
q⌧ )] (1)
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Figure 4 | Extracted dispersion relation in selected directions. a, Schematic of the constant-frequency cuts of the acoustic dispersion relation
that yield the data in Fig. 3. The surfaces represent the two transverse-acoustic branches and the plane represents a constant-frequency cut at
2! = 2.5 THz. b–d, Acoustic dispersion along the sections shown with dashed lines on the calculated intensity (b) where q1 = (�0.1, 0, �0.07),
q2 = (�0.33,�0.75,0.37), (c), q3 = (0.13,�0.04,0.05) and q4 = (�0.09,�0.98,�0.08) (r.l.u) (d). White lines in c,d represent the calculated
acoustic dispersion.

bonded semiconductors. Otherwise, the discrepancies are small
and could be due to systematic errors in determining the sample
orientation or the forces as much as changes in the excited-state
forces. The curvature of the branches is due to our particular
geometry, which results in a non-planar section of reciprocal space.
The flat spectral components at lower frequencies are probably due
to fluctuations of the FEL that were not removed by our background
subtraction. The sample was oriented far from the zone-centre
(q=0) to avoid strongBragg reflections on the detector, particularly
given the large wavelength fluctuations of the FEL.

We note that the present experiment was limited by the FEL and
laser parameters as well as detector performance as available shortly
after hard X-ray operations of the LCLS commenced. Recently,
self-seeded operation of the LCLS has been demonstrated27. This
provides better X-ray pulse stability yielding better momentum
resolution, lower noise, and the narrow bandwidth will allow
sampling closer to q = 0. In addition, a new single-shot timing
diagnostic has been reported that mitigates the loss in temporal
resolution due to timing jitter between the optical and X-ray
lasers28. This enables the observation of faster oscillations and thus
higher-frequency excitations limited by the pump and probe pulse
duration. We further note that the FEL can operate with pulses
down to a few femtoseconds long, and optical lasers with pulse
durations in the few tens of femtosecond range are readily available.
These improvements will allow access to high-frequency optical
phonons modes in the >10 THz range such as those in many
complex oxide materials.

The induced temporal coherences in the density–density
correlations observed here are a consequence of a sudden change

in the interatomic potential. These coherences span the entire
Brillouin zone but will be favoured in regions where the resultant
(real or virtual) charge–density couples strongly to the phonons.
For example, it will be particularly strong in regions of enhanced
electron–phonon coupling and could find broad use in the study of
the coupled degrees of freedom in complex materials. We further
stress that, far from equilibrium the pump–probe approach gives
unique access to the phonon excitations and their interactions in
the short-lived transient state.
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forces. The curvature of the branches is due to our particular
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We note that the present experiment was limited by the FEL and
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phonons modes in the >10 THz range such as those in many
complex oxide materials.
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in the interatomic potential. These coherences span the entire
Brillouin zone but will be favoured in regions where the resultant
(real or virtual) charge–density couples strongly to the phonons.
For example, it will be particularly strong in regions of enhanced
electron–phonon coupling and could find broad use in the study of
the coupled degrees of freedom in complex materials. We further
stress that, far from equilibrium the pump–probe approach gives
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Figure 2 | Coherence in the density–density correlations. a, Representative frames of the oscillatory component of 1I/Imax after background subtraction.
b, Time dependence of the subtracted data at a few reduced wavevector locations between u= (�0.1, 0.00,�0.08) and v= (�0.03, 0.15,�0.27) (r.l.u.)
in Fig. 1a. These curves have been displaced vertically for clarity.
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Figure 3 | Constant-frequency phonon momentum distribution. Magnitude of the time Fourier transform at representative frequencies of the
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Lecture 9 (half lecture, following end of THz): Short pulse x-ray

sources from accelerators
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Abstract

This lecture briefly discusses accelerator-based sources of short pulses of x-ray radiation.

Main reading: R. W. Schoenlein et al. Science 287, 2237 (2000).
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Synchrotrons are charged particle accelerator facilities that are predominantly used to generate elec-
tromagnetic radiation for experiments, particularly in the x-ray range where competing technologies are
comparatively weak. Physically, a synchrotron typically consists of an electron source (similar to a cath-
ode ray) that is accelerated to relativistic speeds by a linear accelerator using predominantly electric
fields to an energy of 1-2 GeV. This electron beam is then injected into a storage ring where the electrons
are forced by magnets to follow a nearly circular trajectory. Every time the electrons are accelerated
(including a change of direction via magnetic field) radiation is emitted. This leads to a loss of energy
which is replenished by radio frequency cavities that, provided the phase of the RF field is correct with
respect to the time that the electrons traverse the cavity. For this reason the electron beam in the storage
ring is not continuous but “bunched” in time. The time between bunches is equal to the period of the RF
used to reaccelerate electrons. Typically the RF frequency is 500 MHz, leading to a 2 ns spacing. Since
charge-charge scattering leads to losses of the beam, typical durations of the bunches are kept fairly long,
on the order of 100 ps.
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Figure 2 | Coherence in the density–density correlations. a, Representative frames of the oscillatory component of 1I/Imax after background subtraction.
b, Time dependence of the subtracted data at a few reduced wavevector locations between u= (�0.1, 0.00,�0.08) and v= (�0.03, 0.15,�0.27) (r.l.u.)
in Fig. 1a. These curves have been displaced vertically for clarity.
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Figure 3 | Constant-frequency phonon momentum distribution. Magnitude of the time Fourier transform at representative frequencies of the
background-subtracted data. The colour bar indicates relative units on a linear scale. Top and bottom panels, zoomed view of the region of q-space labelled
1 and 2 in Fig. 1, respectively.
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Coherent dynamics of macroscopic electronic
order through a symmetry breaking transition
Roman Yusupov1, Tomaz Mertelj1, Viktor V. Kabanov1, Serguei Brazovskii2, Primoz Kusar1,
Jiun-Haw Chu3, Ian R. Fisher3 and Dragan Mihailovic1*
The study of the temporal evolution of systems undergo-
ing symmetry breaking phase transitions—whether it is in
condensed-matter physics, cosmology or finance1–6—is diffi-
cult because they are hard to repeat, or they occur very rapidly.
Here we report a high-time-resolution study of the evolution
of both bosonic and fermionic excitations through an elec-
tronic charge-ordering symmetry breaking phase transition.
Periodically quenching our system with femtosecond optical
pulses, we subsequently detect hitherto-unrecorded coherent
aperiodic undulations of the order parameter, critical slowing
down of the collective mode and evolution of the particle–hole
gap as the system evolves through the transition. Modelling on
the basis of Ginzburg–Landau theory is used to reproduce the
observations without free parameters. Of particular interest
is the observation of spectrotemporal distortions arising from
spontaneous annihilation of topological defects, analogous to
those discussed by theKibble–Zurek cosmologicalmodel2,3.

The behaviour of symmetry breaking phase transitions (SBTs)
is commonly studied under near-equilibrium (near-ergodic)
conditions, where excitations on all timescales contribute to the
process, and the behaviour of physical quantities through the
SBT is described by power laws with critical exponents. However,
when the ordering proceeds non-ergodically, the quasiparticles and
collective boson excitations perceive the crystal background as an
effective vacuum. To study this behaviour in condensed-matter
systems, we chose crystals with electronically driven instabilities
caused by a Fermi-surface nesting, leading to a second-order
transition to a charge-density-wave (CDW) ordered state7–12. The
state is characterized by spatial modulations ⇠ cos(Qx +�) of the
electronic density and lattice displacements described by a complex
order parameter  ⇠ �ei� . The elementary bosonic collective
excitations of � and � are the amplitude and the phase modes
(AM and PhM), and  may be viewed as a ‘Higgs field’1, opening
a gap 2|�| in the fermionic spectrum. In this paper we focus on
TbTe3 (CDW transition at Tc = 336K; refs 13,14), but experiments
on other microscopically diverse systems (DyTe3, 2H-TaSe2 and
K0.3MoO3) are also presented, demonstrating universality.

The main idea realized here is to quench the system into
the high-symmetry state with intense ‘destruction’ (D) laser
pulses and then monitor the time evolution through the SBT
by measuring the resulting reflectivity oscillations with a pump–
probe (P–p) sequence (Fig. 1a). The D pulse excites electrons
and holes, thus suppressing the electronic susceptibility at 2kF,
whose divergence is the cause for the CDW formation. Any
asymmetry in the band structure also leads to an imbalance of the
e and h populations, shifting the chemical potential and causing a

1Department of Complex Matter, Jozef Stefan Institute, Jamova 39, Ljubljana, SI-1000, Ljubljana, Slovenia, 2LPTMS-CNRS, UMR8626, Univ. Paris-Sud, Bat.
100, Orsay, F-91405, France, 3Geballe Laboratory for Advanced Materials and Department of Applied Physics, Stanford University, California 94305, USA.
*e-mail: dragan.mihailovic@ijs.si.

disturbance �q of the Fermi surface kF according to ne�nh /|�q |/⇡
and destroying the CDW. After initial rapid quasiparticle (QP)
relaxation, we can expect the appearance of topologically non-
trivial local configurations—domain walls, solitons and so on,
which are allowed by the ground-state degeneracy with respect
to � (ref. 15). (The experimental details are given in the
Supplementary Information).

The transient reflectivity 1R/R of TbTe3 as a function of
D–P time delay 1t12 is shown in Fig. 1b. We distinctly observe
an exponential QP transient at short times 1t23 < 1 ps, and
an oscillatory response owing to AM and coherent phonon
oscillations14. A two-dimensional plot highlighting theQP response
is shown in Fig. 2a. Immediately after the quench the QP
peak amplitude AQP is completely suppressed, indicating the
disappearance of the CDW gap. As the QP peak starts to recover,
initially the QP lifetime ⌧QP is a few picoseconds, but both AQP
and ⌧QP recover to their equilibrium values within 1–2 ps. A
single-exponential fit to both ⌧QP(t ) and AQP(t ) is shown in
Fig. 2b, giving the QP gap recovery time ⌧⌧QP = ⌧AQP = 650± 50 fs.
This behaviour is consistent with the previously reported relation
⌧QP ⇠ 1/�(T ) (refs 14,16).

Figure 1c shows1R/Rwith theQP signal subtracted, showing an
aperiodic oscillatory response for short1t12. The fast Fourier trans-
form power spectra of these data as a function of 1t12 are plotted
in Fig. 2c. The most obvious non-trivial observation in the �–1t12
plots is that the intensity of the AM fluctuates strongly up to ⇠7 ps.
The fluctuations are irregular at first, showing a distinct slowing
down in the critical region1t12 = 1.5 ps. The AM, whose frequency
in the equilibrium broken-symmetry state is 2.18 THz, shows a dra-
matic softening for1t12 <2 ps. In the course of the system recovery,
the AM crosses the 1.75 THz phononmode, and a Fano interference
effect is clearly observed around t12 ' 1 ps, similar to the one ob-
served in the temperature dependence14. Significantly, the spectra
seem strongly distorted around1t12 =3.5–4 ps, showing asymmet-
ric diagonal ‘blobs’. After 6 ps the fluctuations die down and the AM
intensity eventually reaches full amplitude in approximately 60 ps.

To model the evolution of the system through the SBT, we
describe  using a weakly dispersive Ginzburg–Landau model.
Ignoring phase fluctuations (phase perturbations can be ignored
on short timescales, because they require significant time for
nucleation), the potential energy of the system can be described by
a double-well, rather than a ‘Mexican hat’, potential:

U =
Z

dz
✓

�1
2
(1�⌘)A2 + 1

4
A4 + 1

2
⇠ 2

✓
@A
@z

◆2◆
(1)

NATURE PHYSICS | VOL 6 | SEPTEMBER 2010 | www.nature.com/naturephysics 681

LETTERS NATURE PHYSICS DOI: 10.1038/NPHYS1738

∆t23 ∆t12

Sample

  w
av

es

∆R(t)/R

∆t23

∆R
/R

 (
10

¬3
)

∆R
/R

 (
10

¬3
)

6

4

2

0

3

2

1

0

0 1 2 3 4 5 6

∆t23 (ps)

∆
t12  (ps)

0 1 2 3 4 5 6

200
30
10
8
6
4
2.5
1.6
1.0
0.5
0.1

b

c

a

Ψ

∆t23 (ps)

Figure 1 | Schematic representation of the experiment and the
time-resolved response at different times after the destruction of the
ordered state. a, A schematic of the timing of the laser pulses: a
destruction (D) pulse (represented by the blue ball) is absorbed within the
penetration depth and quenches the system, and a pump–probe (P–p)
sequence probes the reflectivity at a later time 1t12. P and p pulses are
represented by red and green balls respectively. b, Raw transient reflectivity
data 1R/R for different delays 1t12 (displaced vertically), showing a QP
peak at short times, and order-parameter and coherent phonon oscillations
at longer times. c, 1R/R with the QP response subtracted.

Its time dependence is shown schematically in Fig. 3a. Here
A(t ,z)=�(t ,z)/�eq is the time-space-dependent amplitude of ,
normalized to the equilibrium value �eq, and ⇠ is the coherence
length. The function 1 � ⌘(t , z) is a parameter describing the
perturbation, akin to the temperature deviation (T � Tc) from
criticality in usual Ginzburg–Landau theory. For spatially uniform
A(t ), ⌘(t ) = ⌘(0)exp(�t/⌧AQP ) as shown in Fig. 3b, where ⌧AQP

is determined from fits to Fig. 2b. The time evolution of U and
µ= 1�⌘ with ⌘(0)= 2 is shown schematically in Fig. 3. Before the
D pulse, and for large t or z , ⌘=0, the system is ordered and |A|=1.
After theD pulse, 1�⌘<0 and the double-well potential disappears
in favour of a single energy minimum at A= 0. As 1�⌘ increases
and becomes positive, two minima emerge at ±Amin =±(1�⌘)1/2,
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Figure 2 | Evolution of the quasiparticle response and collective mode
after the destruction pulse. a, |1R/R|QP after the quench as a function of
1t12. (Note the ripples arising from coherent oscillations of the order
parameter.) b, The QP lifetime ⌧QP and the amplitude of the QP response
AQP as a function of 1t12. A single-exponential fit to both data sets (shown
by the lines) gives ⌧⌧QP = ⌧AQP = 650±50 fs. c, The fast Fourier transform
power spectra of the data in Fig. 1c as a function of 1t12 recorded at 100 fs
intervals. Note the non-periodic fluctuations of intensity at around the
transition (1.5 ps) and the strongly asymmetric spacetime lineshapes for
1t12 = 2–4 ps (white arrow). The orange arrow indicates the critical time of
the SBT. The red line is a superimposed plot of a fit to the QP decay from b.

and start to attract the system, breaking the symmetry. From
equation (1), the equation ofmotion can be written as
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Here !0 is the angular frequency of the bare (2kF) phonon mode
responsible for the CDW formation. The second term describes
its damping ↵  1⌫AM/⌫AM. The exponentially decaying light
intensity due to the finite penetration depth of light is accounted
for by the excitation function ⌘0(t ,z) = ⌘(t )exp(�z/�), where
� = 20 nm is the light absorption depth of TbTe3 at 800 nm.
Using the experimental values for ⌧QP, ⌫AM = !̃0/2⇡= 2.18 THz,
linewidth 1⌫AM = 0.2 THz and coherence length ⇠ = 1.2 nm
(ref. 9), we can compute A(t , z). In Fig. 3b we first plot the
spatially homogeneous solution with ⇠ = 0, with and without the
P pulse. The final ground state is ergodically uncorrelated with
the initial one, so the formation of domains is expected under
inhomogeneous conditions.

The full inhomogeneous solution A(t , z) to equation (2) is
plotted in Fig. 4a. We see that after ⇠1 ps four domains are formed
parallel to the surface, with A(t ,z) oscillating either around 1 or
�1 (orange or blue respectively), accompanied by the emission of
propagating A(t ,z)-field waves. At ⇠3 ps we observe the fusion of
two domain walls, which is accompanied by the emission of field
waves of A(t ,z) propagating towards the surface and into the bulk
(arrows). They seem to reach the surface around 1t12 ' 4–5 ps,
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represented by red and green balls respectively. b, Raw transient reflectivity
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peak at short times, and order-parameter and coherent phonon oscillations
at longer times. c, 1R/R with the QP response subtracted.
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normalized to the equilibrium value �eq, and ⇠ is the coherence
length. The function 1 � ⌘(t , z) is a parameter describing the
perturbation, akin to the temperature deviation (T � Tc) from
criticality in usual Ginzburg–Landau theory. For spatially uniform
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Figure 2 | Evolution of the quasiparticle response and collective mode
after the destruction pulse. a, |1R/R|QP after the quench as a function of
1t12. (Note the ripples arising from coherent oscillations of the order
parameter.) b, The QP lifetime ⌧QP and the amplitude of the QP response
AQP as a function of 1t12. A single-exponential fit to both data sets (shown
by the lines) gives ⌧⌧QP = ⌧AQP = 650±50 fs. c, The fast Fourier transform
power spectra of the data in Fig. 1c as a function of 1t12 recorded at 100 fs
intervals. Note the non-periodic fluctuations of intensity at around the
transition (1.5 ps) and the strongly asymmetric spacetime lineshapes for
1t12 = 2–4 ps (white arrow). The orange arrow indicates the critical time of
the SBT. The red line is a superimposed plot of a fit to the QP decay from b.
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Here !0 is the angular frequency of the bare (2kF) phonon mode
responsible for the CDW formation. The second term describes
its damping ↵  1⌫AM/⌫AM. The exponentially decaying light
intensity due to the finite penetration depth of light is accounted
for by the excitation function ⌘0(t ,z) = ⌘(t )exp(�z/�), where
� = 20 nm is the light absorption depth of TbTe3 at 800 nm.
Using the experimental values for ⌧QP, ⌫AM = !̃0/2⇡= 2.18 THz,
linewidth 1⌫AM = 0.2 THz and coherence length ⇠ = 1.2 nm
(ref. 9), we can compute A(t , z). In Fig. 3b we first plot the
spatially homogeneous solution with ⇠ = 0, with and without the
P pulse. The final ground state is ergodically uncorrelated with
the initial one, so the formation of domains is expected under
inhomogeneous conditions.

The full inhomogeneous solution A(t , z) to equation (2) is
plotted in Fig. 4a. We see that after ⇠1 ps four domains are formed
parallel to the surface, with A(t ,z) oscillating either around 1 or
�1 (orange or blue respectively), accompanied by the emission of
propagating A(t ,z)-field waves. At ⇠3 ps we observe the fusion of
two domain walls, which is accompanied by the emission of field
waves of A(t ,z) propagating towards the surface and into the bulk
(arrows). They seem to reach the surface around 1t12 ' 4–5 ps,
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directly compared with experiments. a, The evolution of the potential U
(equation (1)) as a function of time. The system is in the high-symmetry
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state of the system, and the blue/orange potential signifies a topologically
mixed broken-symmetry state. b, The time dependence of the control
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with the experimental value of ⌧AQP = 0.65 ps for 1t12 = 0.4 ps. The
predicted oscillations of A(t) with and without the P pulse are shown by the
dashed and solid oscillatory blue curves respectively. In this simulation, a
small perturbation of the P pulse causes the system to revert to a different
minimum. The predicted optical response 1R(t) is shown by the
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which—as we shall see—causes detectable distortions of the spectra
at around 5–6 ps. (More A-field wave dynamics is shown in the
accompanying movies.)

In Fig. 4b we show the predicted fast Fourier transform power
spectra taking full account of spatial inhomogeneity for theD, P and
p pulses. (The response function is derived in the Supplementary
Information). The main features of our data in Fig. 2c are
unmistakably present: oscillations of A(t ) at short times and the
critical slowing of the AM oscillations close to the critical point tc '
1.5 ps. The calculation also reproduces the softening of the AM for
1t12 < 2 ps. After 2 ps, the ripples in A(t ,z) discussed above cause
a temporal deformation of the spectral profiles, giving diagonal
blobs at 5⇠ 6 ps shown in Fig. 4b. These are remarkably similar to
the diagonal spectral distortions observed in the experimental data
in Fig. 2c. Exhaustive modelling presented in the Supplementary
Information unambiguously shows that the diagonal distortions in
⌫–t12 plots are caused by the annihilation of defects.

Further experiments on other microscopically diverse systems
(2H-TaSe2, K0.3MoO3 and DyTe3) presented in the Supplementary
Information show that the sequence of events after the quench,
ultrafast QP gap recovery !  -field amplitude fluctuations
! critical slowing down through ts and domain creation !
coherent defect annihilation, is commonly observed in the
tellurides and the selenide. The microscopic properties of the
underlying vacuum such as � and ⇠ may change the details,
so K0.3MoO3 does not show step (4), which we attribute to
departure from universality16. Note that the mechanism described
here for topological defect creation is conceptually and historically
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Figure 4 | The predicted evolution of the domain structure and the
behaviour of the collective mode through the quench. a, The calculated
A(z,t) as a function of depth z and 1t12. Note the ripples caused by the
annihilation event at ⇠3.5 ps (arrows). b, The corresponding computed
transient reflectivity 1R(z,t) as a function of 1t12. Note the predicted
diagonal distortion owing to the A(z,t) wave reaching the surface, indicated
by the white arrow. The orange arrow points to the critical slowing down at
the critical time of the transition tc, that is, the bifurcation point.

related not only to vortex formation in superconductivity, but
also to the Kibble–Zurek mechanism for the formation of
cosmic strings. The  (t , z) waves such as we observe after
annihilation events have a direct analogue in theHiggs spontaneous
symmetry breaking mechanism. All these models share a common
underlying potential, albeit with different microscopic properties
of the underlying vacuum and different symmetries of order
parameter1–3,5,17. A notable distinction of our system is that �
relaxation is slow compared with the relaxation of the potential
itself, enabling the collective mode and topological defect dynamics
to be uniquely observed.
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Limits and Opportunities

• Narrow-band THz/MIR (1-30 THz, BW ~ 1-10%, fields ~ 1-10 
MV/cm) needed for study of Floquet physics 

• Pulse duration < 10 fs gives enough bandwidth to study < 60 
meV excitations via FT methods 
• ~ 0.3 fs may be limit for diffraction (0.3 fs * c = 90 nm) 
• Here pump/synchronization is more of a limit (assuming 

non-XFEL) 
• FT limited pulses: cover higher lying excitations as RIXS via 

spectral analysis, simultaneously 
• Ability to smoothly tune pulse duration and bandwidth within 

FT limit beneficial 
• Accurately timed and phased double pulses might be useful 

for double pump schemes (needs further study) 
• Stability essential 
• Complete polarization control essential


