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Figure 1-2. Overlap between the questions and ideas discussed in the text.

equivalent (or ‘dual’) to composite theories. This has led to a deeper understanding of both extra
dimensions and compositeness, and led to many interesting and detailed proposals for new phyics
based on these ideas.

• Unification of forces. The idea that all elementary interactions have a unified origin goes back to
Einstein, and has its modern form in grand unification and string theory. There is experimental
evidence for the unification of gauge couplings at short distances, and string theory generally predicts
additional interactions that may exist at the TeV scale.

• Hidden Sectors. Additional particle sectors that interact very weakly with standard model particles
are a generic feature of string theory, and may play an important role in cosmology, for example dark
matter.

• ‘Smoking Gun’ Particles. Some kinds of new particles give especially important clues about the big
questions and ideas discussed here. Top partners are required in most solutions to the naturalness
problem; additional Higgs bosons are present in many models of electroweak symmetry breaking;
contact interactions of dark matter with standard model particles are the minimal realization of WIMP
dark matter; and unified theories often predict new gauge bosons (W 0/Z 0) that mix with the electroweak
gauge bosons.

• The Multiverse. String theory apparently predicts a ‘landscape’ of vacua, and eternal inflation gives
a plausible mechanism for populating them in the universe. The implications of this for particle
physics and cosmology are far from clear, but it has the potential to account for apparently unnatural
phenomena, such as fine-tuning.

These questions and ideas are summarized in Fig. 1-2, along with the connections between them.
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tails: small number  
of events

observable: useless 
in SM context

selected events:  
composted  
mostly of fakes
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‣ Searches
•Diboson resonances
• tt resonances
• Vector-like quarks 
• Leptoquarks

‣ Improving jet substructure methods

‣Measurements
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Emphasis on new results 
with personal 
involvement / interest  
not complete selection

Disclaimer: focus on simple interpretations in benchmark  
models, more complete interpretations possible and available
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ranged symmetrically with respect to the hori-
zontal median plane in order to detect both JLt.

'
and p. in each arm.
The data sets presented here are listed in Ta-

ble I. Low-current runs produced -15000 J/g
and 1000 g' particles which provide a test of res-
olution, normalization, and uniformity of re-
sponse over various parts of the detector. Fig-
ure 2(b) shows the 1250-A J/P and P' data. The
yields are in reasonable agreement with our ear-
lier measurements. '
High-mass data (1250 and 1500 A) were collect-

ed at a rate of 20 events/h for m„+&-& 5 GeV us-
ing (1.5-3)&& 10"incident protons per accelerator
cycle. The proton intensity is limited by the re-
quirement that the singles rate at any detector
plane not exceed 10' counts/sec. The copper
section of the hadron filter has the effect of low-
ering the singles rates by a factor of 2, permit-
ting a corresponding increase in protons on tar-
get. The penalty is an ™15%worsening of the res-
olution at 10 GeV mass. Figure 2(a) shows the
yield of muon pairs obtained in this work.
At the present stage of the analysis, the follow-

ing conclusions may be drawn from the data [Fig.
3(a)]:
(1) A statistically significant enhancement is ob-

served at 9.5-GeV p.'p. mass.
(2) By exclusion of the 8.8-10.6-GeV region,

the continuum of p+p, pairs falls smoothly with
mass. A simple functional form,
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with A = (l.89+ 0.23)&& 10 "cm'/GeV/nucleon and
b = 0.98+ 0.02 GeV ', gives a good fit to the data
for 6 GeV&m&+& &12 GeV (g'=21 for 19 degrees
of freedom), "
(3) In the excluded mass region, the continuum

fit predicts 350 events. The data contain 770
events.
(4) The observed width of the enhancement is

greater than our apparatus resolution of a full
width at half-maximum (FWHM) of 0.5+0.1 GeV.
Fitting the data minus the continuum fit [Fig.
3(b)] with a simple Gaussian of variable width
yields the following parameters (B is the branch-.
ing ratio to two muons):

Mass = 9.54+ 0.04 GeV,

[Bdo/dy]„,= (3.4+ 0.3)x 10 "cm'/nucleon,

with F+7HM=1, 16+0.09 GeV and X =52 for 27

FIG. 3. {a)Measured dimuon production cross sec-
tions as a function of the invariant mass of the muon
pair. The solid line is the continuum fit outlined in the
text. The equal-sign-dimuon cross section is also
shown. {b) The same cross sections as in (a) with the
smooth exponential continuum fit subtracted in order to
reveal the 9-10-GeV region in more detail.

degrees of freedom (Ref. 5). An alternative fit
with two Gaussians whose widths are fixed at the
resolution of the apparatus yields

Mass = 9.44+ 0.03 and 10.17+0.05 GeV,
[Bd(r/dy], o=(2.3+ 0.2) and (0.9+0.1)

x 10 "cm'/nucleon,
with y'=41 for 26 degrees of freedom (Ref. 5).
The Monte Carlo program used to calculate the

acceptance [see Fig. 2(c)] and resolution of the
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[PRL 39, 252 (1977)]
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The forward calorimeter  clusters consist of  at most 
two adjacent cells having the same azimuth (here the 
cell is far from the interact ion point  and much larger 
than the lateral extension of an electromagnetic shower, 
and the dead region between cells at different azimuths 
is too large to allow clustering across it). 

In both  cases the cluster energy Ecl is defined as 
ffcl = Eem + Ehad where Eem is the sum of  tile ener- 
gies deposited in the electromagnetic compar tments  
of  the cluster cells and Eha d is the corresponding sum 
for the hadronic compar tments .  

The invariant mass is calculated under  the assump- 
t ion tha! tile event vertex is at the centre of the ap- 
paratus. We use the cluster centroids to define the 
momenta .  

The remaining data sample conta ins  7427 events. 
These events are then fully reconstructed and their 

invariant mas sM is calculated again, this time taking 
into account  the exact posit ion of the event vertex. 
The difference between this new value and the pre- 
vious one does not  exceed 2 GeV/c 2. 

At this stage the event sample is domina ted  by two- 
jet events [ 11]. However, while Ecl measures correctly 
the energy of jets produced in tlle central region, it is 
in general a gross underest imate  of that of  forward 
jets, for which the calorimeter thickness is only 88% 
of  an absorpt ion length. As a consequence,  the sample 
contains  many more events having both clusters in 
tire centra] calorinreter than events with at least one 
cluster in tire forward regions, because the jet momen-  
tum dis t r ibut ion falls off steeply with increasing jet 
transverse m o m e n t u m  [ 1 1 ]. 

In order to select events with sinrilar characteris- 
tics in the central  and forward regions and to enhance 
the electron signal, we further reduce the sample by 
requiring that both clusters have a small lateral size in 
the electronragnetic compar tmen t  of the calorimeter 
and a limited energy leakage in the hadronic conrpart- 
ment .  

For clusters in the central calorinreter, cluster sizes 
R o, R¢~ are calculated from the cluster centroid  and 
the values of the angles 0 and ~b at ttre cell centres, 
weighted by their energy depositions.  The condi t ions  
R o, R 0 < 0.5 cell sizes are required. 

In the two forward calorimeters we require that tire 
sum of tire energies deposited in the cells adjacent to 
tile cluster cells does not  exceed 3 GeV. 

Tile condi t ion  that tire showers have only a snrall 

energy leakage in the hadronic compar tments  of  the 
calorimeters is applied by requiring that the ratio H = 
Ehad/Ecl does no t  exceed a value H0, equal to 0.02 
for the forward calorimeters, and 0.023 + 0.034 
X In Ecl, where Ecl is in GeV, for the central one. 

The cuts applied at this stage are very loose and 
are satisfied by more than 95% of  isolated electrons 
between 10 and 80 GeV, as verified exper imental ly  
using test beam data. They reduce the event sample to 
24 events, whose invariant mass dis t r ibut ion is shown 
in fig. 2a. There are 12 events with both clusters in 
the central region, 8 events with one cluster in the 
central and the other  in the forward regions, and 4 
events with both  clusters in the forward regions. 

The sample with both clusters in the central region 
has been reduced by a factor ~ 4 3 0  by the cuts on 
cluster size and hadronic leakage. 

In the following step we define a series of  addi- 
tional criteria for electron identif icat ion.  We use mea- 
surements  of  the response of  various parts o f  the de- 
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Fig. 2. Invariant mass distributions (a) of the 24 pairs which 
pass cut 1 of table 1, (b) of the eight of these 24 pairs for 
which all cuts of table 1 are satisfied by at least one electron. 
The three events in which both electrons pass all cuts of ta- 
ble l are cross-hatched. 
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with A = (l.89+ 0.23)&& 10 "cm'/GeV/nucleon and
b = 0.98+ 0.02 GeV ', gives a good fit to the data
for 6 GeV&m&+& &12 GeV (g'=21 for 19 degrees
of freedom), "
(3) In the excluded mass region, the continuum

fit predicts 350 events. The data contain 770
events.
(4) The observed width of the enhancement is

greater than our apparatus resolution of a full
width at half-maximum (FWHM) of 0.5+0.1 GeV.
Fitting the data minus the continuum fit [Fig.
3(b)] with a simple Gaussian of variable width
yields the following parameters (B is the branch-.
ing ratio to two muons):

Mass = 9.54+ 0.04 GeV,

[Bdo/dy]„,= (3.4+ 0.3)x 10 "cm'/nucleon,

with F+7HM=1, 16+0.09 GeV and X =52 for 27

FIG. 3. {a)Measured dimuon production cross sec-
tions as a function of the invariant mass of the muon
pair. The solid line is the continuum fit outlined in the
text. The equal-sign-dimuon cross section is also
shown. {b) The same cross sections as in (a) with the
smooth exponential continuum fit subtracted in order to
reveal the 9-10-GeV region in more detail.

degrees of freedom (Ref. 5). An alternative fit
with two Gaussians whose widths are fixed at the
resolution of the apparatus yields

Mass = 9.44+ 0.03 and 10.17+0.05 GeV,
[Bd(r/dy], o=(2.3+ 0.2) and (0.9+0.1)

x 10 "cm'/nucleon,
with y'=41 for 26 degrees of freedom (Ref. 5).
The Monte Carlo program used to calculate the

acceptance [see Fig. 2(c)] and resolution of the
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Fig. 2. Invariant mass distributions (a) of the 24 pairs which 
pass cut 1 of table 1, (b) of the eight of these 24 pairs for 
which all cuts of table 1 are satisfied by at least one electron. 
The three events in which both electrons pass all cuts of ta- 
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This paper is organized as follows. In Sec. II we show the analytic results for the LO and

QCD NLO cross sections and the consistent treatment for including the QCD NLO effects

of KK graviton decay width. In Sec. III we present the numerical predictions for inclusive

and differential cross sections at the LHC. We simulate the signal for RS KK graviton at the

LHC and update the constraints on the KK graviton mass using recent measurement with

the NLO results. Some of the lengthy analytic expressions are summarized in Appendix.

II. ANALYTICAL RESULTS

In this section, we present the analytical results for dijet production via KK graviton

exchange. The QCD NLO corrections can be factorized into two independent gauge invariant

parts, i.e., KK graviton produced at the NLO with a subsequent decay at the LO, and

produced at the LO with a subsequent decay at the NLO, similar to the cases of Refs. [22, 23].

We neglect interference between radiation in the two stages, which are expected to be small,

of order O(αsΓKK/MKK) [24–26]. This whole procedure can be illustrated as follows:

|Mtree
2→2|2 = |Mtree

pro |2 ⊗ |Mtree
dec |2 ⊗ |PG|2 , (9)

|Mreal
2→3|2 = {|Mtree

pro |2 ⊗ |Mreal
dec |2 + |Mreal

pro |2 ⊗ |Mtree
dec |2}⊗ |PG|2 ,

Mtree∗
2→2 M

loop
2→2 = {|Mtree

pro |2 ⊗ (Mtree∗
dec Mloop

dec ) + |Mtree
dec |2 ⊗ (Mtree∗

pro Mloop
pro )}⊗ |PG|2 ,

where we have suppressed the possible Lorentz indices here for simplicity.

A. Leading Order Results

FIG. 1: Tree-level Feynman diagrams for KK graviton production and decay into dijet.

The LO Feynman diagrams for the production and decay of the KK graviton are shown

in Fig. 1. After summing over spin and color of the final state particles and averaging over

4

where Gi/P is the bare PDFs.

FIG. 4: Real correction Feynman diagrams for the decay of the KK graviton.

Final state collinear radiation The real emission diagrams from final states are

shown in Fig. 4. The treatment of the final state collinear singularities is much the same

as that in the previous case of initial state situation. But for indistinguishable final states,

there is no need to introduce fragmentation functions. For process 1 + 2 → 3+ 4+ 5 with 5

splitting from parton 4, following similar treatment as for the initial state, we have

dσ1+2→3+4+5
HC = dσ1+2→3+4′

0

αs

2π
Dϵ

(
−
1

ϵ

)
δ−ϵ
c

∫
dzz−ϵ(1− z)−ϵP44′(z, ϵ) . (37)

Expanding the integrand and performing the integration over z yields the final state hard-

collinear terms

dσ1+2→3+4+5
HC,F = dσ1+2→3+4′

0

αs

2π
Dϵ

(
A4′→45

1

ϵ
+ A4′→45

0

)
, (38)

where

Aq→qg
1 = CF (3/2 + 2 ln δs) , (39)

Aq→qg
0 = CF [7/2− π2/3− lnδs − ln δc(3/2 + 2 ln δs)] ,

Ag→qq̄
1 = −nf/3 ,

Ag→qq̄
0 = nf/3(ln δc − 5/3) ,

Ag→gg
1 = CA(11/6 + 2 ln δs) ,

Ag→gg
0 = CA[67/18− π2/3− ln2 δs − ln δc(11/6 + 2 ln δs)] .
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⎫⎬⎭combine

This paper is organized as follows. In Sec. II we show the analytic results for the LO and

QCD NLO cross sections and the consistent treatment for including the QCD NLO effects

of KK graviton decay width. In Sec. III we present the numerical predictions for inclusive

and differential cross sections at the LHC. We simulate the signal for RS KK graviton at the

LHC and update the constraints on the KK graviton mass using recent measurement with

the NLO results. Some of the lengthy analytic expressions are summarized in Appendix.

II. ANALYTICAL RESULTS

In this section, we present the analytical results for dijet production via KK graviton

exchange. The QCD NLO corrections can be factorized into two independent gauge invariant

parts, i.e., KK graviton produced at the NLO with a subsequent decay at the LO, and

produced at the LO with a subsequent decay at the NLO, similar to the cases of Refs. [22, 23].

We neglect interference between radiation in the two stages, which are expected to be small,

of order O(αsΓKK/MKK) [24–26]. This whole procedure can be illustrated as follows:

|Mtree
2→2|2 = |Mtree

pro |2 ⊗ |Mtree
dec |2 ⊗ |PG|2 , (9)

|Mreal
2→3|2 = {|Mtree

pro |2 ⊗ |Mreal
dec |2 + |Mreal

pro |2 ⊗ |Mtree
dec |2}⊗ |PG|2 ,

Mtree∗
2→2 M

loop
2→2 = {|Mtree

pro |2 ⊗ (Mtree∗
dec Mloop

dec ) + |Mtree
dec |2 ⊗ (Mtree∗

pro Mloop
pro )}⊗ |PG|2 ,

where we have suppressed the possible Lorentz indices here for simplicity.

A. Leading Order Results

FIG. 1: Tree-level Feynman diagrams for KK graviton production and decay into dijet.

The LO Feynman diagrams for the production and decay of the KK graviton are shown

in Fig. 1. After summing over spin and color of the final state particles and averaging over
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is more di↵use for the QCD background which consists largely of gluon jets, which have an octet
radiation pattern, compared to the singlet radiation pattern of the W jets, where the radiation is
mostly restricted to the region between the two hard cores.
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Figure 2: The average jet image for signal W jets (top) and background QCD jets (bottom) before
(left) and after (right) applying the rotation, re-pixelation, and inversion steps of the pre-processing.
The average is taken over images of jets with 240 GeV < pT < 260 GeV and 65 GeV < mass < 95 GeV.

One standard pre-processing step that is often additionally applied in Computer Vision tasks is
normalization. A common normalization scheme is the L

2 norm such that
P

I
2
i = 1 where Ii is the

intensity of pixel i. This is particularly useful for the jet images where pixel intensities can span many

– 4 –

is more di↵use for the QCD background which consists largely of gluon jets, which have an octet
radiation pattern, compared to the singlet radiation pattern of the W jets, where the radiation is
mostly restricted to the region between the two hard cores.
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Figure 2: The average jet image for signal W jets (top) and background QCD jets (bottom) before
(left) and after (right) applying the rotation, re-pixelation, and inversion steps of the pre-processing.
The average is taken over images of jets with 240 GeV < pT < 260 GeV and 65 GeV < mass < 95 GeV.

One standard pre-processing step that is often additionally applied in Computer Vision tasks is
normalization. A common normalization scheme is the L

2 norm such that
P

I
2
i = 1 where Ii is the

intensity of pixel i. This is particularly useful for the jet images where pixel intensities can span many

– 4 –
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‣ N-subjettiness ratios τ2/τ1 (CMS)

‣ Energy correlation ratios D2 (ATLAS)
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Exploit characteristic radiation pattern
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50-60% signal efficiency
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65 < Mjet < 95 GeV

is more di↵use for the QCD background which consists largely of gluon jets, which have an octet
radiation pattern, compared to the singlet radiation pattern of the W jets, where the radiation is
mostly restricted to the region between the two hard cores.
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Figure 2: The average jet image for signal W jets (top) and background QCD jets (bottom) before
(left) and after (right) applying the rotation, re-pixelation, and inversion steps of the pre-processing.
The average is taken over images of jets with 240 GeV < pT < 260 GeV and 65 GeV < mass < 95 GeV.
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Figure 1. Comparison of the performance of the two BDT taggers and the two particle-based 
CNN taggers in terms of ROC curves in MC simulated events for top jets as signal and QCD jets 
as background. The events correspond to AK8 jets with 1000<pT<1400 GeV and |η|<1.5. 
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Diboson-tagged dijet event, MJJ = 5.0 TeV  
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Signal categories
6 for VV: (WW, WZ, ZZ) x (HP, LP)
4 for qV:  (W, Z) x (HP, LP)

6

Table 1: Data versus simulation scale factors for the efficiency of the t21 selection used in this
analysis, as extracted from a top quark enriched data sample and from simulation.

t21 selection Efficiency scale factor
0 < t21  0.35 0.99 ± 0.1 (stat) ± 0.04 (syst)

0.35 < t21  0.75 1.03 ± 0.2 (stat) ± 0.11 (syst)
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Figure 2: The PUPPI soft-drop jet mass distribution (left) after preselecting and requiring t21 <
0.35, and the PUPPI N-subjettiness t21 distribution (right) for data and simulated samples after
preselection and requiring a soft-drop mass of 65  mjet  105 GeV. The multijet production
is shown for three different event generators. The W+jets and Z+jets events are stacked with
the multijet sample generated with PYTHIA8. For the PUPPI soft-drop jet mass distribution, the
mjj requirement has been raised from the analysis threshold of 1050 GeV to 1080 GeV, since no
requirements on the jet mass are applied. The lower subplots show the data over simulation
ratio per bin.

4.5 Final event selection and categorization

After reconstructing the vector bosons as V-tagged AK8 jets, we apply the final selections used
for the search. For the excited quark search the selections of the VV case are loosened so that
the quark jet candidate is not subjected to a groomed mass or substructure requirement. Any
V boson candidate, as well as the q jet candidate for the qV analysis, must have pT > 200 GeV.
If more than two such candidates are present in the event, which is the case for approximately
16% of selected events, the two jets with the highest pT are selected. The event is rejected if
at least one of the two jets has an angular separation DR smaller than 0.8 from any electron or
muon in the event, to allow future use of the results in a combination with studies in the semi-
or all-leptonic decay channels [4, 77]. Leptons used for this veto need to have a pT greater than
35 (30) GeV, an absolute pseudorapidity smaller than 2.5 (2.4), and pass identification criteria
that were optimized for high-momentum electrons (muons) [77]. In addition, we require the
two jets to have a separation of |Dhjj| < 1.3 to reject multijet background, which typically
contains jets widely separated in h. Furthermore, mjj must be above 1050 GeV in order to be on
the trigger plateau. Fig. 2 shows the distribution of the soft-drop jet mass and N-subjettiness
variable for the leading jet in the event after this initial selection.

To enhance the analysis sensitivity, the events are categorized according to the characteristics
of the V jet. The V jet is deemed a W boson candidate if its soft-drop mass falls into the range

HP LP

[CMS, PRD 97, 072006 (2018)]



Improved jet substructure resolution 
with tracking information (TCCs):  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80 fb−1

[ATLAS-CONF-2018-016]

50% improvement w.r.t. expected 
sensitivity based on 2016 data!
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VV, VH, ℓℓ, ℓν Combination
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Other Possibilities?
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The 3rd Generation
‣ Focus on t and b quarks in model building

• Addresses a number of questions 
(Naturalness, mass hierarchies…)

• Couplings to t and b dominant

‣ Weak constraints from EWPO and low 
energy measurements

‣ Many incarnations: new gauge groups, 
extended scalar sectors, extra 
dimensions… 

Z’

t

t T t

Z

Figure 2: The branching ratios of Z ′ into the various modes as a function of its mass for A1 (left),
Z̃1 (center) and Z̃X1 (right).

two leading channels tt̄ and WW are comparable. For Z̃1, the leading channel is Zh and the next

is tt̄. The suppressed coupling to WW can be understood from the equivalence theorem – for the

mass range shown it happens that the eaten charged Goldstone boson almost decouples from this

state5. A similar argument, but for the eaten neutral Goldstone boson explains the suppression of

the Zh mode in the case of Z̃X1. In all cases, the charged lepton mode ℓℓ is very small, ranging in

10−3 − 10−4. As a representative, in Table 1 we show the partial widths and the decay branching

ratios for MZ′ = 2 TeV.

Table 1: Partial widths and decay branching ratios for MZ′ = 2 TeV.

A1 Z̃1 Z̃X1

Γ(GeV) BR Γ(GeV) BR Γ(GeV) BR
t̄t 55.8 0.54 18.3 0.16 55.6 0.41
b̄b 0.9 8.7 × 10−3 0.12 10−3 28.5 0.21
ūu 0.28 2.7 × 10−3 0.2 1.7 × 10−3 0.05 4 × 10−4

d̄d 0.07 6.7 × 10−4 0.25 2.2 × 10−3 0.07 5.2 × 10−4

ℓ+ℓ− 0.21 2 × 10−3 0.06 5 × 10−4 0.02 1.2 × 10−4

W+
L W−

L 45.5 0.44 0.88 7.7 × 10−3 50.2 0.37
ZLh - - 94 0.82 2.7 0.02
Total 103.3 114.6 135.6

The Z̃1 and Z̃X1 BR’s into some modes show interesting behavior due to the following: For

5Here the SU(2)L,R couplings are set to be equal, as explained in appendix A.
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VLQ Pair Production
TT and BB pair production

‣ Rich phenomenology

• T → bW, tZ, tH

• B → tW, bZ, bH

‣ Numerous searches profit from 
jet substructure tagging

• orthogonality: leptonic and 
hadronic channels (tags)

‣ Grand combination:  
Exclusion of  T / B below  
1.3 / 1.2 TeV
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[AT
LA

S, PR
L 121, 211801 (2018)]
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VLQ Single Production
‣ Electroweak production can dominate for heavy VLQs 

‣ Model dependent cross section:

• Couplings (mixing parameters)

• Weak quantum numbers

‣ Signature: one forward jet and  
associated production  
with a heavy quark  

 23 Boosted Searches and Measurements at the LHC
Pheno 2016 2

Heavy Fermionic Partner

– Production Mechanism

● Single → Ewk

● Pair → QCD

● Very rich phenomenology 

10.1103/PhysRevD.88.094010

● Often called 'vector like quarks' - left & 
right handed couplings

● Not ruled out by Higgs

● Motivated by many theories

– Composite Higgs

– Little Higgs

– Warped extra dimensions, ...

● Extension of the SM with a 4th quark 
generation

– Preferred couplings t, b & W, H, Z

– Different multiplets & particles possible 

● T(-2/3), B(+1/3), X(+5/3), Y(-4/3)

[J.A. Aguilar-Saavedra et al., PRD 88, 094010 (2013)]

forward jet

soft quark

highly boosted decays

⎫
｜
⎬
｜
⎭
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VLQ Single Production
Single B→tW (ℓ+jets)
‣ Various decay possibilities

• Jet assignment through t tag or 𝜒2 probabilities

• VLQ mass reconstruction with ~10% resolution

‣ SM backgrounds from control region without forward jet

• Validation region: small 𝜒2 values
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Resonant VLQ Production
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Vector-Artige Quarks und die Resonanze Z’

• VLQ: Erweiterung des SM
(4. Generation)
! keine Erweiterung mit
chiralen Quarks möglich
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• viele BSM Modelle sagen
eine neue Resonanze und
vektor-artige Quarks
vorraus
(z.B. zusammengesetztes
Higgs, schweres
farbgeladenes Gluon)
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tt tT
TT

No signals in tt or TT production

‣ Traditional searches: hole in  
sensitivity in tT

‣ Final state: resonant ttZ and ttH production

• Collimation depends on ratio of Z’ and T masses

Z ′
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W, H, Z

b, t
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Resonant VLQ Production
‣ Search with Z/W/H/t tags

• Validation of efficiency and mis-identification rates

‣ Z’ reconstruction through minimum of 𝜒2 term

‣ Constrain dominant backgrounds from control regions (W+jets, tt)
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The Intriguing Flavour Story

 27 Boosted Searches and Measurements at the LHC

‣ No hints for BSM effects from direct searches so far

• Never stop looking for all (im)possible signatures
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‣ No hints for BSM effects from direct searches so far

• Never stop looking for all (im)possible signatures
1 Introduction

Over the past several years we witnessed a growing interest in theoretical studies of the ori-
gin of lepton flavor universality violation (LFUV), motivated by a number of experimental
hints in weak decays of B-mesons pointing towards LFUV. The first such indication was
reported by BaBar in Refs. [1, 2] in which they measured

RD(⇤) =
B(B ! D(⇤)⌧ ⌫̄)

B(B ! D(⇤)l⌫̄)

����
l2{e,µ}

, (1)

and found an excess in B(B ! D(⇤)⌧ ⌫̄). Since that time, Belle and LHCb measured the
same ratio [3–7] and observed a similar feature, namely that the measured Rexp

D(⇤) is larger
than RSM

D(⇤) , the value predicted in the Standard Model (SM). The most recent HFLAV
averages are [8]:

RD = 0.41(5) , RD⇤ = 0.31(2) , (2)

which, when combined, give 3.8 � excess with respect to (w.r.t.) the SM values, RSM
D =

0.300(8) [9–11], and RSM
D⇤ = 0.257(3) [12, 13]. Apart from the reduction of a significant

part of the systematic experimental errors, the advantage of considering the ratio of decay
rates lies in the fact that the Cabibbo–Kobayashi-Maskawa (CKM) factors cancel out and
in the fact that the sensitivity to hadronic uncertainties is much smaller than it is in the
case with one of the branching fractions alone B(B ! D(⇤)`⌫̄) , ` 2 {e, µ, ⌧}. Even though
a 5 � significance of LFUV in the tree-level b ! c`⌫̄ decay has not yet been reached, the
experimentalists of LHCb were able to confirm the same tendency in another hadronic
environment. They measured [14]

RJ/ =
B(Bc ! J/ ⌧⌫̄)

B(Bc ! J/ µ⌫̄)
= 0.71± 0.25 , (3)

which again appears to be ⇡ 2 � larger than its SM value.
Another indication of the LFUV came from the weak decays mediated by a flavor

changing neutral current (FCNC), b ! sl+l�. The experimentalists of LHCb measured

R
[q21 ,q

2
2 ]

K(⇤) =
B0(B ! K(⇤)µµ)

B0(B ! K(⇤)ee)
, (4)

where B0 stands for the partial branching fraction comprising q2 = (pl+ + pl�)2 between q21
and q22 (in units of GeV2). They reported [15,16]:

RK ⌘ R[1,6]
K+ = 0.75± 0.09, RK⇤ ⌘ R[1.1,6]

K⇤0 = 0.71± 0.10, R[0.045,1.1]
K⇤0 = 0.68± 0.10, (5)

which are ⇡ 2.5 � smaller than the values predicted in the SM [17]. Although the experi-
mental confirmation of these results is still lacking and the further improvement is needed
to increase the significance of the observed deviations w.r.t. the SM, the fact that the in-
dications of LFUV do not concern only the tree-level decays but also those that are in the
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RK ⌘ R[1,6]
K+ = 0.75± 0.09, RK⇤ ⌘ R[1.1,6]

K⇤0 = 0.71± 0.10, R[0.045,1.1]
K⇤0 = 0.68± 0.10, (5)

which are ⇡ 2.5 � smaller than the values predicted in the SM [17]. Although the experi-
mental confirmation of these results is still lacking and the further improvement is needed
to increase the significance of the observed deviations w.r.t. the SM, the fact that the in-
dications of LFUV do not concern only the tree-level decays but also those that are in the

2

(g � 2)µ

BaBar, Belle, LHCb 3.8 σ

2.0 σLHCb

LHCb −2.5 σ

E821, BNL 3.5 σ

‣ We can get inspired by existing riddles

• Anomalies in flavour data:

Consequences at high pT? 
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RD(*) and RJ/Ψ

‣ Uncertainties in SM prediction

• form factors for τ vs ℓ decay ~ mτ

• strong decay of D*
• soft photon corrections
• total: ~4-5%
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Figure 15: Experimental results on RD and RD⇤ and comparison with the SM prediction. Taken
from Ref. [17] (online update).

additional form factors).
The expressions of the di↵erential decay rates (including the angular dependence)

have been known for some time [86]. In the case of B! D⇤, it is possible to include the
subsequent decay D⇤ ! D⇡, which adds further kinematics variables (in particular the
angle between the D and D⇤ mesons – the corresponding expressions can be found in
Refs. [87–89]).

The decay rates for the heavy ⌧ lepton and the light e and µ leptons di↵er by terms
proportional to m⌧ , meaning that the ratios testing LU with these modes will involve
specific ratios of form factors (e.g. f0/f+ for the D meson, A0/V for the D⇤ meson). This
implies that the SM predictions for the ratios RD, RD⇤ and RJ/ will not be equal to 1,
and that they will rely on information concerning ratios of form factors.

• For B! D`�⌫`, the form factors were evaluated by two di↵erent lattice collabora-
tions, MILC and HPQCD [48,90]. In Ref. [91], the results were combined together
with experimental information from B factories on f+ (assuming no NP in decays
involving light leptons) that leads to very similar results for RD (but not for other
quantities like |Vcb|).

• For B! D⇤`�⌫`, the strong decay of the D⇤ meson makes the theoretical evaluations
of the form factors more complicated. In Ref. [92], these form factors were expressed
using the Heavy-Quark Expansion (HQE) supplemented with estimates of higher-
order corrections and combined with experimental results on B ! D⇤e�⌫e and
B ! D⇤µ�⌫µ, assuming that no NP is present in decays involving light leptons.
Concerns have been raised recently about HQE-based parameterisations of the
B! D(⇤)`�⌫` form factors, potentially a↵ecting the extraction of |Vcb| [93]. However,
fits using di↵erent HQE-inspired parameterisations and combining experimental
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FIG. 1. Tree-level diagrams contributing to weak decays.

and Uq (Vq) denote the rotations of the left-handed
(right-handed) fermion fields. These definitions imply

V T
CKM �L

ue = �L
d⌫Ue , (6)

which involves the CKM matrix VCKM = U †
uUd. ATLAS

and CMS have searched for pair-produced leptoquarks in
various final states. The search channels ��⇤

! µ+µ�jj
and ��⇤

! bb̄⌫⌫̄ are the most relevant ones for our anal-
ysis. The most recent ATLAS/CMS analyses exclude a
leptoquark lighter than 850 GeV/760 GeV at 95% CL,
assuming Br(� ! µj) = 0.5 [27, 28]. ATLAS also derives
a lower bound of 625 GeV assuming Br(� ! b⌫) = 1 [27].
These bounds can be weakened by reducing the branch-
ing fractions to the relevant final states.

Tree-Level Processes. The leptoquark � mediates
semileptonic B-meson decays at tree level, as shown in
the first graph of Figure 1. This gives rise to the e↵ective
Lagrangian

L
(�)
e↵ =

1

2M2
�


� �L⇤

ui`j�
L
b⌫k

ūi
L�µbL ¯̀j

L�µ⌫k
L (7)

+ �R⇤
ui`j�

L
b⌫k

✓
ūi
RbL ¯̀j

R⌫k
L �

ūi
R�µ⌫bL ¯̀j

R�µ⌫⌫k
L

4

◆�
,

where i, j, k are flavor indices. The first term generates
additive contributions to the CKM matrix elements Vub

and Vcb, which may be di↵erent for the di↵erent lepton
flavors. The second term includes novel tensor struc-
tures not present in the SM. It may help to explain why
determinations of Vub and Vcb from inclusive and exclu-
sive B-meson decays give rise to di↵erent results. Of
particular interest are the decays B̄ ! D(⇤)⌧ ⌫̄, whose
rates are found to be about 30% larger than in the
SM. A model-independent analysis of this anomaly in
the context of e↵ective operators, including the e↵ects of
renormalization-group (RG) evolution from µ = M� to
µ = mb, has been performed in [13, 17]. In the last pa-
per it was found that an excellent fit to the experimental
data is obtained for a scalar leptoquark with parameters

�L⇤
c⌧ �L

b⌫⌧
⇡ 0.35 M̂2

� , �R⇤
c⌧ �L

b⌫⌧
⇡ �0.03 M̂2

� (8)

with large and anti-correlated errors, where it was as-
sumed that the only relevant neutrino is ⌫⌧ , as only this
amplitude can interfere with the SM and hence give rise
to a large e↵ect. Throughout this letter M̂� ⌘ M�/TeV.
For a leptoquark mass near the TeV scale, these con-
ditions can naturally be satisfied with O(1) left-handed

and somewhat smaller right-handed couplings. We will
ignore the three other fit solutions found in [17], since
they require significantly larger couplings.

Our model also gives rise to tree-level flavor-changing
neutral currents (FCNCs), some examples of which are
shown in Figure 1. Particularly important for our anal-
ysis are the rare decays B̄ ! K̄⌫⌫̄ and D0

! µ+µ�.
The e↵ective Lagrangian for B̄ ! K̄(⇤)⌫⌫̄ as well as the
corresponding inclusive decay reads

L
(�)
e↵ =

1

2M2
�

�L⇤
s⌫i

�L
b⌫j

s̄L�µbL ⌫̄i
L�µ⌫j

L . (9)

Apart from possibly di↵erent neutrino flavors, this in-
volves the same operator as in the SM. It follows that
the ratio R⌫⌫̄ = �/�SM for either the exclusive or the
inclusive decays is given by

R(�)
⌫⌫̄ = 1 �

2r

3
Re

�
�L�L†�

bs

VtbV ⇤
ts

+
r2

3

�
�L�L†�

bb

�
�L�L†�

ss��VtbV ⇤
ts

��2
,

(10)
where

�
�L�L†�

bs
=

P
i �

L
b⌫i

�L⇤
s⌫i

etc., and

r =
s4W
2↵2

1

X0(xt)

m2
W

M2
�

⇡
1.91

M̂2
�

. (11)

Here X0(xt) = xt(2+xt)
8(xt�1) + 3xt(xt�2)

8(1�xt)2
ln xt ⇡ 1.48 with xt =

m2
t/m2

W denotes the SM loop function, and s2W = 0.2313
is the sine squared of the weak mixing angle. Currently
the strongest constraint arises from upper bounds on the
exclusive modes B�

! K�⌫⌫̄ and B�
! K⇤�⌫⌫̄ ob-

tained by BaBar [29] and Belle [30], which yield R⌫⌫̄ <
4.3 and R⌫⌫̄ < 4.4 at 90% CL [31]. Using the Schwarz
inequality, we then obtain from (10)

� 1.20 M̂2
� < Re

�
�L�L†�

bs

VtbV ⇤
ts

< 2.25 M̂2
� . (12)

The FCNC process D0
! µ+µ� can arise at tree level

in our model. Neglecting the SM contribution, which is
two orders of magnitude smaller than the current exper-
imental upper bound, we find the decay rate

� =
f2
D m3

D

256⇡M4
�

✓
mD

mc

◆2

�µ

"
�2
µ

���L
cµ�R⇤

uµ � �R
cµ�L⇤

uµ

��2 (13)

+

�����
L
cµ�R⇤

uµ+�R
cµ�L⇤

uµ +
2mµmc

m2
D

�
�L
cµ�L⇤

uµ+�R
cµ�R⇤

uµ

�����
2
#
,

where fD = 212(1) MeV [32] is the D-meson decay con-
stant and �µ = (1 � 4m2

µ/m2
D)1/2. We use the running

charm-quark mass mc ⌘ mc(M�) ⇡ 0.54 GeV to prop-
erly account for RG evolution e↵ects up to the high scale
M� ⇠ 1 TeV. Assuming that either the mixed-chirality
or the same-chirality couplings dominate, we derive from
the current experimental upper limit Br(D0

! µ+µ�) <
7.6 · 10�9 (at 95% CL) [33] the bounds

q���L
cµ

��2���R
uµ

��2 +
���R

cµ

��2���L
uµ

��2 < 1.2 · 10�3 M̂2
� ,

���L
cµ�L⇤

uµ + �R
cµ�R⇤

uµ

�� < 0.051 M̂2
� .

(14)

Possible BSM  
contribution from LQs

LQ couplings 
tree-level:  bτ, cν, cτ, bν
loop:         tτ, sν,  sτ, tν

SM weak decay

[Bauer, Neubert, PRL 116, 141802 (2016)]
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RK(*)

‣ Hadronic effects negligible 
- except with LFUV, then could have an effect

‣ LHCb measurements below SM by 2.1 - 2.6σ

[q12,q22]

3

Compared with [34] we obtain a stronger bound on the
mixed-chirality couplings, because we include RG evolu-
tion e↵ects of the charm-quark mass. On the other hand,
a stronger bound (by about a factor 3) than ours on the
same-chirality couplings can be derived from the decay
D+

! ⇡+µ+µ� [34, 35]. A comprehensive analysis of
other rare charm processes along the lines of these ref-
erences is left for future work. Note that relations (8),
(12) and (14) can naturally be satisfied assuming hier-
archical matrices with O(1) entries for the left-handed
couplings and an overall suppression of right-handed cou-
plings. Such a suppression is technically natural, since
the right-handed couplings arise from a di↵erent opera-
tor in the Lagrangian (4).

Loop-Induced Processes. Earlier this year, LHCb has
reported a striking departure from lepton universality in
the ratio RK in (2) [18]. Leptoquarks can provide a nat-
ural source of flavor universality violation, because their
couplings to fermions are not governed by gauge sym-
metries, see e.g. [36, 37]. A model-independent analysis
of this observable was presented in [38–40], while global
fits combining the data on RK with other observables
in b ! s`+`� transitions (in particular angular distri-
butions in B̄ ! K̄⇤µ+µ�) were performed in [23–26].
The authors of [38–40] also studied leptoquark models,
in which contributions to RK arise at tree level. In this
case the leptoquark mass is expected to be outside the
reach for discovery at the LHC, unless the relevant cou-
plings are very small. In our model e↵ects on RK arise
first at one-loop order from diagrams such as those shown
in Figure 2, while we do not find any contributions from
flavor-changing � and Z penguins. Working in the limit
where M2

� � m2
t,W , we obtain for the contributions to

the relevant Wilson coe�cients in the basis of [38]

Cµ(�)
LL =

m2
t

8⇡↵M2
�

���L
tµ

��2

�
1

64⇡↵

p
2

GFM2
�

�
�L�L†�
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VtbV ⇤
ts

�
�L†�L

�
µµ

,

Cµ(�)
LR =

m2
t

16⇡↵M2
�

���R
tµ

��2


ln
M2

�

m2
t

� f(xt)

�

�
1

64⇡↵

p
2

GFM2
�

�
�L�L†�

bs

VtbV ⇤
ts

�
�R†�R

�
µµ

,

(15)

where mt ⌘ mt(mt) ⇡ 162.3 GeV is the top-quark mass
and f(xt) = 1 + 3

xt�1

�
ln xt
xt�1 � 1

�
⇡ 0.47. Analogous

expressions hold for b ! se+e� transitions. The first
term in each expression arises from the four mixed W– �
box graphs. Relation (6) ensures that the sum of these
diagrams is gauge invariant. Importantly, these terms
inherit the CKM and GIM suppression factors of the
SM box diagrams. The remaining terms result from the
box diagram containing two leptoquarks. A good fit to
the data can be obtained for �1.5 < Cµ

LL < �0.7 and
Cµ

LR ⇡ 0 at µ ⇠ M�, assuming that new physics only
a↵ects the muon mode – the “one-operator benchmark

c

b ⌫

⌧ (⌫)

u

µ

b

µ

�, Z

s⌫

� �

�

µ

�

t
⌧

h

(s)

s

b µ
�

⌫ t

W
s

b

µ

µ
�

⌫ t

�

µ�

�

t

µ

�

�

t

s

b

µ

µ
�

⌫ t

�

µ

c µ

µ

µ (⌧)µ (⌧)

FIG. 2. Loop graphs contributing to b ! sµ+µ� transitions.

point” considered in [38]. In this letter we concentrate
on this benchmark point for simplicity. Interestingly, the
global fit to all b ! s`+`� data is also much improved for
Cµ

LL ⇡ �1 and Cµ
LR ⇡ 0 [23–26], and even the slight devi-

ation in the ratio Br(Bs ! µ+µ�)/Br(Bs ! µ+µ�)SM =
0.79 ± 0.20 seen in the combination of LHCb [41] and
CMS [42] measurements can be explained. These ob-
servations yield further evidence for the suppression of
right-handed leptoquark couplings compared with left-
handed ones. We will see below that such a pattern is
also required by purely leptonic rare processes.

The contributions from mixed W– � box graphs in (15)
are controlled by the couplings of the leptoquark to top-
quarks and muons. These terms are predicted to be pos-
itive in our model and hence alone they cannot explain
the RK anomaly. The contributions from the box graph
with two internal leptoquarks are thus essential to repro-
duce the benchmark value Cµ

LL ⇡ �1. This requires

X

i

���L
uiµ

��2 Re

�
�L�L†�

bs

VtbV ⇤
ts

� 1.74
���L

tµ

��2 ⇡ 12.5 M̂2
� . (16)

The analogous combination of right-handed couplings
should be smaller, so as to obtain Cµ

LR ⇡ 0. Combin-
ing (16) with the upper bound in (12) yields

s
���L

uµ

��2 +
���L

cµ

��2 +

✓
1 �

0.77

M̂2
�

◆���L
tµ

��2 > 2.36 , (17)

where the top contribution is suppressed for the lep-
toquark masses we consider. In order to reproduce
Cµ

LL = �0.7 or �1.5 instead of the benchmark value �1,
the right-hand side of this bound must be replaced by 2.0
or 2.9, respectively. The above condition can naturally be
satisfied with a large generation-diagonal coupling �L

cµ.

The ratio (�L�L†)bs/(VtbV ⇤
ts) in (16) can also be con-

strained by the existing measurements of the Bs � B̄s

mixing amplitude. In our model the new-physics con-
tribution arises from box diagrams containing two lep-
toquarks, which generate the same operator as in the
SM. It is thus useful to follow the suggestion of the
UTfit Collaboration and define the ratio CBs e2i�Bs ⌘

hBs|H full
e↵ |B̄si/hBs|HSM

e↵ |B̄si [43]. We obtain

C(�)
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(�)
Bs = 1 +

1
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m2
W
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VtbV ⇤
ts

#2

, (18)

where g =
p

4⇡↵/sW is the SU(2) gauge coupling, and

S0(xt) = 4xt�11x2
t+x3

t
4(1�xt)2

�
3x3

t ln xt

2(1�xt)3
⇡ 2.30 is the loop
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Figure 21: Summary of the R
K(⇤) measurements performed at the B-factories and by the LHCb

experiment. Results are presented using di↵erent coloured markers. The (yellow) vertical line
corresponds to the SM prediction.

Observable Ref. [123] Ref. [124] Ref. [125] Ref. [107]

RK (1.0 < q2 < 6.0 GeV2/c4) 1.00 ± 0.01 1.0004+0.0008
�0.0007 — 1.000 ± 0.010

RK⇤ (0.045 < q2 < 1.1 GeV2/c4) 0.92 ± 0.02 0.920+0.007
�0.006 0.9259 ± 0.0041 0.906 ± 0.028

RK⇤ (1.1 < q2 < 6.0 GeV2/c4) 1.00 ± 0.01 0.996+0.002
�0.002 0.9965 ± 0.0006 1.000 ± 0.010

Table 11: SM predictions for the RHs LU ratios.

be 2.6 � and 2.1–2.5 � lower than the SM expectation (Fig. 21), respectively [65, 70]. The
BaBar and Belle measurements, which have a more limited precision, are found to be
in agreement with the SM expectation. Significant deviations with respect to the SM
predictions would indicate a violation of LU that cannot be due to hadronic e↵ects, as
these would impact in the same way b! s µ+µ� and b! s e+e� transitions. Such e↵ects,
however, are particularly relevant in regard to the deviations observed in b! s µ+µ�

alone, where there is an ongoing discussion concerning the size of hadronic e↵ects (see
Sec. 8.1.2). It is sometimes stated that RHs observables have always limited hadronic
uncertainties, but this statement must be modulated. More specifically, the hadronic
uncertainties remain small as long as there are no significant LU-violating e↵ects. If these
are present, interferences between LU-violating and conserving contributions may spoil
the cancellation of hadronic uncertainties. These e↵ects might come from NP or from
lepton-mass e↵ects in the SM. The latter are only important at low q2, wherever m2

`
/q2

is not small compared to 1 (e.g. below q2 ⇠ 1 GeV2/c4), and a↵ect in particular the first
measured bin in RK⇤ . In this bin one thus expects larger theoretical uncertainties than in
the region above 1 GeV2/c4, as well as at any value of q2 in the presence of LU-violating
NP [117,126].
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FIG. 1. Tree-level diagrams contributing to weak decays.

and Uq (Vq) denote the rotations of the left-handed
(right-handed) fermion fields. These definitions imply

V T
CKM �L

ue = �L
d⌫Ue , (6)

which involves the CKM matrix VCKM = U †
uUd. ATLAS

and CMS have searched for pair-produced leptoquarks in
various final states. The search channels ��⇤

! µ+µ�jj
and ��⇤

! bb̄⌫⌫̄ are the most relevant ones for our anal-
ysis. The most recent ATLAS/CMS analyses exclude a
leptoquark lighter than 850 GeV/760 GeV at 95% CL,
assuming Br(� ! µj) = 0.5 [27, 28]. ATLAS also derives
a lower bound of 625 GeV assuming Br(� ! b⌫) = 1 [27].
These bounds can be weakened by reducing the branch-
ing fractions to the relevant final states.

Tree-Level Processes. The leptoquark � mediates
semileptonic B-meson decays at tree level, as shown in
the first graph of Figure 1. This gives rise to the e↵ective
Lagrangian
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where i, j, k are flavor indices. The first term generates
additive contributions to the CKM matrix elements Vub

and Vcb, which may be di↵erent for the di↵erent lepton
flavors. The second term includes novel tensor struc-
tures not present in the SM. It may help to explain why
determinations of Vub and Vcb from inclusive and exclu-
sive B-meson decays give rise to di↵erent results. Of
particular interest are the decays B̄ ! D(⇤)⌧ ⌫̄, whose
rates are found to be about 30% larger than in the
SM. A model-independent analysis of this anomaly in
the context of e↵ective operators, including the e↵ects of
renormalization-group (RG) evolution from µ = M� to
µ = mb, has been performed in [13, 17]. In the last pa-
per it was found that an excellent fit to the experimental
data is obtained for a scalar leptoquark with parameters

�L⇤
c⌧ �L

b⌫⌧
⇡ 0.35 M̂2

� , �R⇤
c⌧ �L

b⌫⌧
⇡ �0.03 M̂2

� (8)

with large and anti-correlated errors, where it was as-
sumed that the only relevant neutrino is ⌫⌧ , as only this
amplitude can interfere with the SM and hence give rise
to a large e↵ect. Throughout this letter M̂� ⌘ M�/TeV.
For a leptoquark mass near the TeV scale, these con-
ditions can naturally be satisfied with O(1) left-handed

and somewhat smaller right-handed couplings. We will
ignore the three other fit solutions found in [17], since
they require significantly larger couplings.

Our model also gives rise to tree-level flavor-changing
neutral currents (FCNCs), some examples of which are
shown in Figure 1. Particularly important for our anal-
ysis are the rare decays B̄ ! K̄⌫⌫̄ and D0

! µ+µ�.
The e↵ective Lagrangian for B̄ ! K̄(⇤)⌫⌫̄ as well as the
corresponding inclusive decay reads

L
(�)
e↵ =

1

2M2
�

�L⇤
s⌫i

�L
b⌫j

s̄L�µbL ⌫̄i
L�µ⌫j

L . (9)

Apart from possibly di↵erent neutrino flavors, this in-
volves the same operator as in the SM. It follows that
the ratio R⌫⌫̄ = �/�SM for either the exclusive or the
inclusive decays is given by

R(�)
⌫⌫̄ = 1 �

2r

3
Re

�
�L�L†�

bs

VtbV ⇤
ts

+
r2

3

�
�L�L†�

bb

�
�L�L†�

ss��VtbV ⇤
ts

��2
,

(10)
where

�
�L�L†�

bs
=

P
i �

L
b⌫i

�L⇤
s⌫i

etc., and

r =
s4W
2↵2

1

X0(xt)

m2
W

M2
�

⇡
1.91

M̂2
�

. (11)

Here X0(xt) = xt(2+xt)
8(xt�1) + 3xt(xt�2)

8(1�xt)2
ln xt ⇡ 1.48 with xt =

m2
t/m2

W denotes the SM loop function, and s2W = 0.2313
is the sine squared of the weak mixing angle. Currently
the strongest constraint arises from upper bounds on the
exclusive modes B�

! K�⌫⌫̄ and B�
! K⇤�⌫⌫̄ ob-

tained by BaBar [29] and Belle [30], which yield R⌫⌫̄ <
4.3 and R⌫⌫̄ < 4.4 at 90% CL [31]. Using the Schwarz
inequality, we then obtain from (10)

� 1.20 M̂2
� < Re

�
�L�L†�

bs

VtbV ⇤
ts

< 2.25 M̂2
� . (12)

The FCNC process D0
! µ+µ� can arise at tree level

in our model. Neglecting the SM contribution, which is
two orders of magnitude smaller than the current exper-
imental upper bound, we find the decay rate

� =
f2
D m3

D

256⇡M4
�

✓
mD

mc

◆2

�µ

"
�2
µ

���L
cµ�R⇤

uµ � �R
cµ�L⇤

uµ

��2 (13)

+

�����
L
cµ�R⇤

uµ+�R
cµ�L⇤

uµ +
2mµmc

m2
D

�
�L
cµ�L⇤

uµ+�R
cµ�R⇤

uµ

�����
2
#
,

where fD = 212(1) MeV [32] is the D-meson decay con-
stant and �µ = (1 � 4m2

µ/m2
D)1/2. We use the running

charm-quark mass mc ⌘ mc(M�) ⇡ 0.54 GeV to prop-
erly account for RG evolution e↵ects up to the high scale
M� ⇠ 1 TeV. Assuming that either the mixed-chirality
or the same-chirality couplings dominate, we derive from
the current experimental upper limit Br(D0

! µ+µ�) <
7.6 · 10�9 (at 95% CL) [33] the bounds

q���L
cµ

��2���R
uµ

��2 +
���R

cµ

��2���L
uµ

��2 < 1.2 · 10�3 M̂2
� ,

���L
cµ�L⇤

uµ + �R
cµ�R⇤

uµ

�� < 0.051 M̂2
� .

(14)

b

s

LQ couplings 
loop-induced:  tμ, cμ

LQ couplings at  
tree-level:       sμ, bμ
Can lead to enhancement  
of SM prediction
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(g−2)μ

‣ About 3σ deviation, depending on  
Δαhad (e+e− or τ decays)

‣ LQ couplings loop-induced: tμ
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6 What about aµ then ?

The time evolution of the prediction of aµ with
the availability of experimental results of increas-

[D. Bernard, arXiv: 1607.07181]4

function for the SM box diagram. The values obtained
from the global fit are CBs = 1.052 ± 0.084 and �Bs =
(0.72±2.06)�, which when interpreted as a measurement
of leptoquark parameters gives

�
�L�L†�

bs

VtbV ⇤
ts

⇡ (1.87 + 0.45i) M̂� . (19)

Note that for M� . 1 TeV the central value of the real
part of this ratio is close to the upper bound obtained
in (12). At 90% CL the real part can be as large as
3.6 M̂�, while the phase becomes undetermined. As long
as M� < 1.6 TeV, the upper bound on the real part is
thus somewhat weaker than the one obtained from (12).
It is interesting that to reproduce the benchmark value
Cµ

LL ⇡ �1 we need a value of (�L�L†)bs close to the upper
bound in (16) and close to the central value in (19). Our
model thus predicts that the B̄ ! K̄(⇤)⌫⌫̄ decay rates
are enhanced compared with the SM, and that future
measurements should find a new-physics contribution to
Bs�B̄s mixing close to the current best fit value.

Leptoquark contributions to the dipole coe�cient C7�

mediating B̄ ! Xs� decays result in

C7� = CSM
7� +

✓
v

12M�

◆2
�
�L�L†�

bs

VtbV ⇤
ts

. (20)

Relation (12) implies that the corresponding change in
the B̄ ! Xs� branching ratio is less than about 1% and
thus safely below the experimental bound.

Further constraints on the leptoquark couplings enter-
ing (17) arise from LEP measurements of the Z-boson
partial widths into leptons. In particular, we find for the
one-loop corrections to the Zµµ̄ couplings

gµA = gµ,SMA ±
3
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✓
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� 1
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��2

�
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��2 +
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��2
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(21)
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4s2W
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ln
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+ i⇡ +
1

3

◆
�

s2W
9

#
,

where the upper (lower) sign refers to A = L (R). For
simplicity we have set m2

Z/(4m2
t ) ! 0 in the top contri-

bution, which numerically is a good approximation. We
require that the Z ! µ+µ� partial width agrees with its
SM value within 2� of its experimental error. Assum-
ing that the left-handed couplings are larger than the
right-handed ones, and that a single coupling combina-
tion dominates, we obtain

q���L
cµ

��2 +
���L

uµ

��2 <
3.24 M̂�

b1/2cu

,
���L

tµ

�� <
1.22 M̂�

b1/2t

, (22)

where bcu = 1+0.39 ln M̂� and bt = 1+0.76 ln M̂�. The
first relation is compatible with the bound (17) as long
as M� > 0.67 TeV.
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FIG. 3. Loop diagrams contributing to (g�2)µ and ⌧ ! µ�.

The couplings of the muon to up-type quarks, which
enter in (15), also contribute to the muon anomalous
magnetic moment aµ = (g � 2)µ/2 and the rare decay
⌧ ! µ�. In our model, new-physics contributions to
these quantities arise from the one-loop vertex correc-
tions shown in Figure 3. Working in the limit where
M2

� � m2
t , we obtain in agreement with [44–46]

a(�)
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X

q=t,c

mµmq
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µµ

+
�
�R†�R

�
µµ

i
,

(23)

where mq ⌘ mq(mq) are running quark masses. The
present experimental value of aµ di↵ers from the SM pre-
diction by (287± 80) · 10�11 [47]. The last term above is
negative and thus of wrong sign, however it is suppressed
by the small muon mass. Assuming the worst case, where
the first bound in (22) is saturated, this term contributes
approximately �37 · 10�11. To reproduce the observed
value in our model, we must then require that (we use
mc ⇡ 1.275 GeV)

ac Re
�
�R
cµ�L⇤

cµ

�
+ 20.7at Re

�
�R
tµ�L⇤

tµ

�
⇡ 0.08 M̂2

� , (24)

where at = 1 + 1.06 ln M̂� and ac = 1 + 0.17 ln M̂�. As-
suming hierarchical coupling matrices and a suppression
of right-handed couplings compared with left-handed
ones, as mentioned earlier, both terms on the left-handed
side can naturally be made of the right magnitude to
explain the anomaly. We stress that aµ is the only ob-
servable studied in this letter which requires a non-zero
right-handed coupling of the leptoquark. For example,
if (17) is satisfied with |�L

cµ| ⇠ 2.4, the aµ anomaly can
be explained with |�R

cµ| ⇠ 0.03. The leptoquark contri-
bution to aµ is tightly correlated with one-loop radiative
corrections to the masses of the charged leptons. Rela-
tion (24) ensures that these corrections stay well inside
the perturbative regime. The Wilson coe�cients of the
dipole operators mediating the radiative decay ⌧ ! µ�
are given by expressions very closely resembling those
in (23) [45, 48]. From the current experimental bound
Br(⌧ ! µ�) < 4.4 · 10�8 at 90% CL [49], we obtain

���ac �R
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tµ � 0.015
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���
2

+ (L $ R)

�1/2
< 0.017 M̂2

� .

(25)
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LQ Phenomenology
‣ Nature of possible LQs

• Model dependent

• Additional constraints from  
B(B→Kνν), ΔmBs, D(s)→μν…

• Global fits to flavour data:  
suggest at least one LQ state  
with mass O(1-3) TeV

‣ Probe the full flavour matrix!

YL,R =

0

@
0 0 0
0 Y cµ

L,R Y c⌧
L,R

0 Y tµ
L,R Y t⌧

L,R

1

A

and ℓi→νi

2

I. INTRODUCTION AND OVERVIEW

A leptoquark (LQ) is a particle with a coupling which allows it to decay to a quark (or anti-quark) and a lepton,
Fig. 1. It carries color and electric charge, and possibly also weak charges. Because of their color, leptoquarks can
be pair-produced as LQ anti-LQ pairs with large QCD cross sections. Searches based on this production mode with
subsequent decay, pp ! ��̄ ! (lq)(l̄q̄), are the subject of this paper (for single LQ production see [1]). Here � and
�̄ are the leptoquark and its antiparticle, q can be any Standard Model (SM) quark or antiquark, l is any lepton,
and q̄ and l̄ are the corresponding antiparticles. We use parenthesis to indicate which final state particles reconstruct
resonances. Our goal is to provide a simple organizing principle which makes it straightforward to systematically
search for all possible leptoquarks. The idea is that we identify a minimum set of independent final states which
must be searched for. These final states can be arranged into a 3⇥ 3 matrix which we call the “leptoquark final state
matrix”, or simply “LQ matrix”, Fig. 1. For each final state, what is needed from experiment is an upper bound
on the cross section times branching fraction as a function of LQ mass. Lower bounds on the mass of an arbitrary
leptoquark can then be obtained by calculating the theoretical cross section times branching fraction into the final
states in the LQ matrix and comparing to the experimental cross section bounds.

�
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S̄⌫bp
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b
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b1
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1

j b t
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FIG. 1. (left) LQ coupling to quark q and lepton l (see Appendix A for notations used in the paper). (right) LQ matrix. Each
entry of the matrix represents one of the experimentally distinguishable leptoquark decays. Rows label leptonic decay products,
columns label hadronic decay products. A more precise definition of the LQ matrix is given in the text. For a summary of
existing LHC searches corresponding to each matrix element see Sec. III.

This paper consists of two complementary parts. In Part 1, we introduce the LQ matrix and show that bounds
on the cross sections into each of the 9 final states of the matrix are both e�cient and su�cient for searching for all
possible LQs. In Part 2 we demonstrate the utility of this approach. We collect the best currently available cross
section bounds from LHC searches organized by which element of the LQ matrix they cover and use them to put
bounds on a complete set of “Minimal Leptoquark” (MLQ) models. The MLQs include scalar and vector LQs with
all possible flavor, charge, and isospin quantum numbers.

We begin with a few words on the theoretical motivation for leptoquarks. LQs are predicted in many physics
beyond the SM scenarios. Vector LQs may be related to unification, squarks automatically become scalar LQs
in supersymmetry (SUSY) with R-parity violation (RPV), and LQs arise in models in which quarks and leptons
are composites of the same underlying dynamics. Recently, additional motivation for LQs arrived from a number
of anomalies observed in B meson decays [2, 3] which could be explained in models with leptoquarks of TeV scale
masses. Leptoquarks with couplings to muons might also be relevant to the persistent anomaly in the muon anomalous
magnetic moment [4]. On the other hand, there are no convincing theoretical arguments for preferring a particular
pattern of leptoquark flavors or quantum numbers, and the experimental hints, however intriguing, may still change
or disappear. This motivates a systematic approach to search for a minimal but su�cient set of final states which can
discover LQs with arbitrary decays to quarks and leptons.

What are the possible LQ final states? By definition, a leptoquark can decay to any of the six SM quarks with
any of the three charged leptons or three neutrinos. The quarks and leptons can be particle or antiparticle and left-
or right-handed (we allow for right-handed neutrinos), corresponding to hundreds of di↵erent possibilities. However,
many of these are covered by the same searches. For example, left- and right-handed final state particles are generally
not distinguishable. Light quarks and antiquarks u, d, s, c, ū, d̄, s̄, c̄ from leptoquark decays all show up as light-jets.1

Heavy quarks, t and b can be distinguished. For leptons, we have three distinct charged leptons but neutrino flavor

1 c-tagging is not yet e�cient enough to improve leptoquark searches. We show this with an example in Sec. III A.
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Model RK(⇤) RD(⇤) RK(⇤) & RD(⇤)

S1 7⇤ X 7⇤

R2 7⇤ X 7

fR2 7 7 7

S3 X 7 7

U1 X X X

U3 X 7 7

Table 2: Summary of the LQ models which can accommodate RK(⇤) (first column), RD(⇤) (sec-

ond column), and both RK(⇤) and RD(⇤) (third column) without inducing other phenomenological

problems. The symbol 7⇤
means that the discrepancy can be alleviated, but not fully accommo-

dated. See text for details.

with findings of Ref. [45]. A slightly non-minimalistic possibility is to build a model with
two di↵erent scalar leptoquarks, as explored for S1 and S3 in Ref. [45, 70, 71], and for R2

and S3 in Ref. [68]. Note that our conclusions can also serve as a guideline for future
studies if one of the anomalies disappears.

6 Revisiting U1 = (3,1)2/3

In this Section we discuss in more detail the phenomenological status of the scenario U1.
We will use the low-energy physics observables which receive the tree-level contributions
from the U1 exchange to constrain the model parameters. We will also compare these
results with the ones deduced from the experimental bounds based on direct searches at
the LHC. Furthermore, we will make a brief comment concerning the loop e↵ects.

6.1 Low-energy constraints

To satisfy both RK(⇤) < RSM
K(⇤) and RD(⇤) > RSM

D(⇤) we will assume the following structure for
the Yukawa matrices:

xL =

0

@
0 0 0
0 xsµ

L xs⌧
L

0 xbµ
L xb⌧

L

1

A , xR = 0 , (39)

where the couplings to the first generation are set to zero in order to avoid the conflicts
with experimental limits on µ � e conversion on nuclei, the atomic parity violation and
on B(K ! ⇡⌫⌫̄). To determine the region allowed by Rexp

K(⇤) , we compare the result of the
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LQ Pair → νν+bb(qq)
‣ Reinterpretation of SUSY MT2 sbottom search
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Mass exclusions 

scalar  LQs → bν: 1.1 TeV 
vector LQs → bν: 1.8 TeV

scalar  LQs → tν: 1.0 TeV 
vector LQs → tν: 1.8 TeV

Relevant for RD(*) and RK(*)
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LQ Pair → ττ+tt

LQ

t

τ
Background estimation  
through ID inversion

Reconstruct top decay:
ptT sensitive to mLQ 

‣Cat A:  ℓ + 2τh + jets 
Sensitivity for low mLQ

‣Cat B:  ℓ + τh + jets 
Sensitivity for high mLQ

[CMS, EPJC 78, 707 (2018)]10
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Figure 4: Distributions of p
t
T for events in the electron channel passing the full selection in

category A. The events are separated into OS (upper), SS (lower), low ST (left) and high ST
(right) categories. The hatched areas represent the total uncertainties of the SM background. In
the bottom panel, the ratio of data to SM background is shown together with statistical (dark
gray) and total (light gray) uncertainties of the total SM background.
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t
T for events in the electron channel passing the full selection in

category A. The events are separated into OS (upper), SS (lower), low ST (left) and high ST
(right) categories. The hatched areas represent the total uncertainties of the SM background. In
the bottom panel, the ratio of data to SM background is shown together with statistical (dark
gray) and total (light gray) uncertainties of the total SM background.
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LQ Pair → μμ+tt
‣ Up to 4 leptons in final state

• two signal regions: 2μ+ℓ+jets and 2μ+jets

reconstruct MLQ measure ST

⎧ ｜ ⎨ ｜ ⎩⎧ ｜ ⎨ ｜ ⎩

[CMS, PRL 121, 241802 (2018)]
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[CMS, PRL 121, 241802 (2018)]Combination
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Figure 5. Leading order Feynman diagrams for the t-channel S3 and R̃2 exchanges in pp ! ⌧
+
⌧
�

process. The red vertex indicates the presence of the |Vus| Cabibbo suppression in the coupling.

contributions may come from the processes with incoming strange quarks ss̄ ! ⌧
+
⌧
� and

sb̄ (bs̄) ! ⌧
+
⌧
�, followed by sub-leading contributions from bottom, charm and up quark

initiated processes bb̄ (cc̄) (uū) ! ⌧
+
⌧
�. The flavor structure in Eq. (2.2) also allows for

S
1/3
3 to couple to u and ⌧ via the CKM mixing. Nevertheless, this coupling is proportional

to |Vus| ys⌧ , meaning that ⌧⌧ production from incoming up quarks is Cabibbo suppressed
leading to negligible cross-sections of order |Vus|2 and |Vus|4 for the processes cū ! ⌧

+
⌧
�

and uū ! ⌧
+
⌧
�, respectively. The Cabibbo suppressed vertices are shown in red in Feyn-

man diagrams of Fig. 5. On the other hand, at high-x the large proton PDF of the valence
up quark in the process uc̄ ! ⌧

+
⌧
� can marginally compensate for the |Vus| suppression in

the amplitude giving a contribution comparable to cc̄ ! ⌧
+
⌧
� in the total cross-section.

We now focus on the total cross-section �
fid

TOT
of pp ! ⌧

+
⌧
� far from the Z-pole in the

high-mass tails of the ⌧⌧ invariant mass distribution. We will, for definiteness, study the
scenario where only S3 contributes to ⌧⌧ production. The couplings of R̃2 are assumed to
be small and can thus be safely neglected for this collider study. This is in accordance with
the outcome of the numerical study presented in Sec. 5.2.

At leading-order (LO), ⌧⌧ production will receive contributions from the t-channel
exchange of S3, from the s-channel SM Drell-Yan pp ! Z/�

⇤ ! ⌧⌧ production, and from
interference effects between these processes. The high-mass kinematic region is defined by
the following fiducial cuts on the final states: pT > 100GeV (50GeV) for the leading (sub-
leading) ⌧ and a high invariant mass cut for the ⌧⌧ pair of m⌧⌧ > 600GeV. We define the
signal strength µpp!⌧⌧ as the ratio of �fid

TOT
with the the SM Drell-Yan fiducial cross-section

�
fid

SM
:

µpp!⌧⌧ ⌘ �
fid

TOT /�
fid

SM = 1 + �
fid

LQ /�
fid

SM . (6.2)

Here the fiducial cross-section �
fid

LQ
includes all NP contributions from both the LQ squared

and LQ-SM interference amplitudes, i.e., �
fid

LQ
= 2Re(A⇤

SM
ALQ) + |ALQ|2. The ratio

�
fid

LQ
/�

fid

SM
quantifies the NP deviation of the total fiducial cross-section from the expected

SM prediction. The LQ Yukawa couplings enter in �
fid

LQ
as

– 19 –

LQ          
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Substructure Taggers
‣ Groomer (trimming, pruning, mMDT, soft drop…)

‣ Selection on substructure variables (mass, τN, DN, NN…) 

‣ Dedicated algorithms (Johns Hopkins, HEP, HOTVR…)

‣ Machine learning taggers

Analytical calculations
‣ Complicated: different scales involved

‣ Many calculations completed recently

‣ Knowledge not fully exploited

Application in analyses
‣ Commissioning: dedicated measurements!

‣ Systematic uncertainties important for performance

Impossible to name them all…

[Larkoski, Moult, Nachmann,    
 arXiv:1709.04464]
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Efficiency Measurements
Tag-and-probe measurements

‣ tt production for W and t

‣ extrapolations to Z and H from  
simulation

W
q’probe q b

t
p p

W

ν
tag ℓ

b

t

The following quantities are extracted:

✏MC =
N tagged

truth top/W

N total
truth top/W

(6)

✏data =
N tagged

data � N tagged
truth non�top/W

N total
data � N total

truth non�top/W
(7)

where N total
truth top/W are all events in simulation that are top-quark matched before top-quark tagging and

N tagged
truth top/W are all events that are tagged. In data, N tagged

data are all events that are tagged and N total
data are all

events in data before tagging. The backgrounds for the data e�ciency measurement correspond to the
sample of truth-unmatched events from tt̄ MC and other non-tt̄ background samples, where N tagged

truth non�top/W
are events after top-quark tagging and N total

truth non�top/W are all events before tagging. A normalization of
prediction to data is performed, such that N total

truth top/W + N total
truth non�top/W = N total

data , i.e. the total prediction
before tagging is normalised to data. This normalization of prediction is performed in individual large-R
jet pT bins separately.

The signal e�ciency as a function of the pT of the large-R jet is shown for the two-variable W -boson
tagger and for the two-variable top-quark tagger in Figure 26 in data and simulation. In Figures 27 and 28
the signal e�ciencies for the SD and HEPTopTagger top-quark taggers and the BDT and DNN W -boson
and top-quark taggers are shown.

200 300 400 500 600 700 800 900 1000
)

si
g

∈
Si

gn
al

 e
ffi

ci
en

cy
 (

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
ATLAS Preliminary

-1 = 13 TeV, 36.1 fbs
lepton+jets selection

comb+m
2

 = 50%): Dsig∈ tagger (W

Data-BG
PowhegPythia MC
Stat. uncert.

 Stat. uncert.⊕Sys. 

 [GeV]
T

Large-R jet p
200 300 400 500 600 700 800 900 1000

D
at

a/
M

C

0.5
1

1.5 400 500 600 700 800 900 1000

)
si

g
∈

Si
gn

al
 e

ffi
ci

en
cy

 (

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
ATLAS Preliminary

-1 = 13 TeV, 36.1 fbs
lepton+jets selection

23d+32τ = 80%): sig∈Top tagger (

Data-BG
PowhegPythia MC
Stat. uncert.

 Stat. uncert.⊕Sys. 

 [GeV]
T

Large-R jet p
400 500 600 700 800 900 1000

D
at

a/
M

C

0.5

1

1.5

Figure 26: The signal e�ciency for the two-variable W (left) and top (right) taggers as a function of the large-R jet
pT in data and simulation. The top panel shows the statistical uncertainties on the signal e�ciency measurement
in data and MC. In the bottom panel, the ratio Data/MC is shown with its statistical uncertainty (black dots and
associated error bars). The green bands are centered around one, and represent the same statistical uncertainty (dark
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uncertainties do not include the large-R jet uncertainties (see Table 7).

38

W tagger with D2 and mcomb

Background ε ~ 1.5%

systematic uncertainty by factor ~5  
larger than statistical uncertainty

[ATLAS-CONF-17-064]
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Modelling of D2
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Figure 14: A comparison of the observed data and predicted MC distributions of the large-R jet D2 for the W -boson
selected samples, where the tt̄ MC sample is decomposed using generator level information.
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Figure 15: A comparison of the observed data and predicted MC distributions of the large-R jet ⌧32 (left) and
p

d23
(right) for the top-quark selected samples, where the tt̄ MC sample is decomposed using generator level information.
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Large modelling uncertainties
(radiation, hadronization)
Expected?

[ATLAS-CONF-17-064]
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Modelling of D2
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Figure 15: A comparison of the observed data and predicted MC distributions of the large-R jet ⌧32 (left) and
p

d23
(right) for the top-quark selected samples, where the tt̄ MC sample is decomposed using generator level information.
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Large modelling uncertainties
(radiation, hadronization)
Expected?

[ATLAS-CONF-17-064]

��� ��� ��� ��� ��� �����-�

��-�

��-�

��-�

� ���������

�
��

��
��
��
��
�

��
(���)� � ����� ��� ���

��������� Ω�=���
��������� Ω�=���
������
������++

����� �+�- → ������
�� ∈ [��� ���] ���� �=�

[Larkoski, Moult, Neill, JHEP 1605, 117 (2016)]

Two-prong structure: smaller phase 
space for perturbative radiation
→ larger sensitivity to NP effects
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Power to the Data: 1. Measurements

‣ Unfolded distributions in tt production: great!

‣ Measurement on inclusive small-R jets: 1-prong 

‣ Two- and three-prong measurements not available yet
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‣ Fit tagging efficiency and systematic uncertainties simultaneously

‣ Statistical precision sufficient to constrain modelling uncertainties! 

‣ Can we learn from this for modelling NP effects? 

[ATLAS, arXiv:1808.07858]
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Soft drop mass – pass and fail

Figure: Soft drop jet mass distribution of probe jets in a sample enriched with tt for jets with pT > 400 GeV, which 

pass (left figure) and fail (right figure) the ungroomed N-subjettiness requirement of τ3/τ2 < 0.54. The probe jets 

are anti-kT jets with R = 0.8, with soft drop and the PUPPI pile-up corrections applied. The tt processes are 

simulated with POWHEG interfaced with PYTHIA8. The “Merged QB” tt contribution consists of events in which 
the b-quark from the top decay and just one of the quarks from the W decay are clustered into the jet. The tt 
templates have been fit to the data. The hatched region shows the total uncertainty on the simulation. In the 
lower panel, the dark and a light grey bands show the statistical and the total posterior uncertainties, respectively.

[C
M

S, D
P-17-026]

τ3/2 < 0.54

postfit

fit
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3. Get Help

Dichroic τ21 ratios
‣ less sensitive to non-

perturbative effects at 
similar or better signal 
significance 

‣ could reduce  
dominant uncertainties 
considerably

‣ experimental studies 
needed

• full analysis with all 
systematics included

[Salam
, Schunk, Soyez, JH

EP 1703, 022 (2017)]
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Collimation

‣ Collimation depends on pT

‣ Ensure high signal efficiency:  
Jet distance parameter of

• R = 1.0 (ATLAS)

• R = 0.8 (CMS)
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T
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R~1 optimal for pT ≲ 600 GeV, catchment area too large at very high pT 

Possible to compensate for δM ~ pT R4 with shrinking R
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Variable R for W Tagging
Variable R jet clustering

‣ IRC safe and computationally not more expensive than other algorithms

‣ Signal: similar effect as trimming, background less effected 

‣ Performance studies promising, none with full systematics

‣ Reduction of modelling uncertainties (esp. NP)?

[Krohn, Thaler, Wang, JHEP 0906, 059 (2009)]
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Top Tagging at High pT

!10

Top tagging efficiency

Figure: Top tagging efficiency as a function of the 
probe jet pT for fully merged hadronic top quark jets, 

obtained from tt decays in the muon+jets channel. The 
tt production is simulated with POWHEG interfaced 
with PYTHIA8. The efficiency is calculated from the 
number of events that pass and fail the requirement of 
ungroomed N-subjettiness ratio τ3/τ2 < 0.54 and soft 

drop jet mass 105 < mSD < 210 GeV. The efficiencies 

are calculated with a template fit taking into account 
systematic uncertainties. The inner bars show the 
statistical uncertainty, while the outer ones show the 
total uncertainty.
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peak shifts by ~ 20 GeV
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of fully-merged ε
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[CMS, EPJC 77, 467 (2017)]

[CMS, DP-17-026]

Drop at high pT usually not  
seen as merged Ws get tagged 
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Heavy Object Tagger 
with Variable R
‣Adaptive jet radius with VR

• drawback: large catchment 
area at low pT

‣ Solution: vetoed jet clustering

• mass jump condition

• remove soft/wide angle rad.

‣ Proof of principle:  
Stable performance with little 
algorithmic complexity

‣ Interesting in combination 
with advanced methods?

HOTVR
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[Stoll, JHEP 04, 111 (2015)]

φ
3− 2− 1− 0 1 2 3

η

3−

2−

1−

0

1

2

3
HOTVREvent 1

clustered with HOTVR

φ
3− 2− 1− 0 1 2 3

η

3−

2−

1−

0

1

2

3
HOTVREvent 2

clustered with HOTVR

[Lapsien, RK, Haller, EPJ C 76, 600 (2016)]



Roman Kogler

Measurements

 47 Boosted Searches and Measurements at the LHC

with highly-boosted final states
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H→bb in H+Jet
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L 120, 071802 (2018)]

Z ′

q

q̄

g

q̄

q

1

W, Z, H

Z’?

Jet 1

Jet 2

Z+jet with 5.1σ

H→bb at 1.5σ

Signal resolution of ~10 GeV

First observation of Z→bb in  
a single jet at an hadron collider

Promising channel for Higgs  
pT measurements

Result obtained with N21,DDT:  
constant background efficiency! 
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tt Cross Sections
All-hadronic channel
‣ t tag: jet mass and  
τ32 (pT dependent cuts)

‣ t and b tagging offer unique  
opportunity to constrain  
backgrounds

‣ Leading uncertainties:
• t and b tagging (12 / 8%)
• Jet energy scale (6%)
• Modelling (18%)
• Statistics: 2%
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Measurement starts where  
others stop!
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Top Quark Jet Mass

 50 Boosted Searches and Measurements at the LHC
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‣ Sensitivity to top quark mass:

‣ Large improvements with 13 TeV  
data possible

‣ Will help to establish a firm connection  
between theory and experiment for mt

[CMS, EPJC 77, 467 (2017)]
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Searches
‣ Huge gain from jet substructure techniques

‣ Exciting interplay between:
• model building 
• tools development
• commissioning
• application

Measurements
‣ Jet substructure goes precision

‣ Coming years will bring a number of novel  
measurements using jet substructure

• tt, single top, differential H production,  
jet mass of top, W and Z…

ν

W
q’tjet q b

t
p

ℓ

p
W

single top (tW)  
with high pT?
b*?  VLQ?
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Additional Material
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Identifying Boosted H→bb
Subjet b tagging (ATLAS)
Leading track jets with R=0.2  
inside a large jet with R=1.0

Discrimination against boosted  
t→bW with double b-tag

Double-b tagger (CMS)
BDT based on track, SV, 
substructure inputs

Improvement at high pT, 
discrimination against g→bb
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Figure 4: (a) The rejection of inclusive multi-jets versus Higgs-jet e�ciency using large-R jets with pT > 250 GeV,
for various b-tagging requirements. (b) Same as (a) but using large-R jets with pT > 1000 GeV. (c) Hadronic top
background rejection versus Higgs-jet e�ciency using all large-R jets with pT > 250 GeV, for various b-tagging
requirements. (d) Same as (c) but using large-R jets with pT > 1000 GeV. The stars correspond to the 60%, 70%,
77% and 85% b-tagging WPs (from left to right).
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10

Recorded event (Rho-Phi and Rho-Z projections) with three jets with pT > 30 GeV and one displaced muon track in 2016 data 
collected at 13 TeV. Jets have several displaced reconstructed vertices. Reconstructed jet with pT(μ) = 1868.4 GeV, eta(μ) = -0.64, 

phi(μ) = -2.26 contains muon with pT(μ) = 20.1 GeV, eta(μ) = -0.64, phi(μ) = -2.27 and is tagged with double-b tagger with tight 
selection. Tracks with pT > 0.5 GeV are shown. The number of reconstructed primary vertices is 31. The number of reconstructed 

displaced vertices is 10. Reconstructed m(jj) is 4919 GeV. Beam spot position correction is applied. Pixel detector is visualized for the 
Rho-Phi projection. Reconstructed primary vertices are shown in yellow colour, while reconstructed displaced vertices and associated 

tracks are presented in white (or black) color. Dimensions are given in cm.

Boosted H→bb candidate
[CMS, DP-17-032]

MJJ = 4.92 TeV



Multi-jet background
A curse
‣ many orders of magnitude 

larger than any signal

‣ modelling very difficult,  
large uncertainties

and a blessing
‣ jet mass: opportunity  

for dedicated control  
and validation regions 

‣ precise predictions from  
data possible with in-situ validations

Numerous methods
‣ ABCD extrapolations, Rp/f, decorrelated taggers, transfer factors…

Roman Kogler
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Simultaneous fit to jet mass and resonance mass spectra:

Roman Kogler

VW Resonances (LJ)
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[see also ATLAS, JHEP 03, 042 (2018)]
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[CMS, JHEP 05, 088 (2018)]resonant non-  
resonant non-resonant

Signal: resonant in mjet and mWV

P (X ! WV ) = P (mjet,mWV |mX , ~✓ )

SM bkgd:

https://arxiv.org/abs/1710.07235


Analysis in 6 categories:

(ννbb, ℓνbb, ℓℓbb) x (resolved H, merged H)

Very different background compositions in each  
category, relies on modelling of SM backgrounds

Roman Kogler

VH Resonances
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[ATLAS, JHEP 03, 174 (2018)]

[see also CMS-PAS-17-004]
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HH → 4b
Resonant (BSM) and non-resonant (SM and BSM) 

‣ combination of resolved and fully-merged

‣ 3 orthogonal signal categories,  
based on N(b-jets)

Non-resonant production larger  
than 13 x SM excluded @ 95% CL
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[see also CMS, PLB 781, 244 (2018),  
 CMS-PAS-HIG-17-009]

Boosted analysis extends mass range
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HH → 4b
So far uncovered: semi-resolved
‣ resolved + merged final state

‣ orthogonal to fully-merged analysis [CMS, PLB 781, 244 (2018)]
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Figure 3: Left: The double-b tagger pass-fail ratio Rp/f of the leading-pT AK8 jet in semi-
resolved events as a function of the difference between the soft-drop mass and the Higgs boson
mass, mJ � mH. The measured ratio in different bins of mJ � mH is used in the fit (red solid
line), except in the region around mJ � mH = 0, which corresponds to the signal region (blue
markers). The fitted function is interpolated to obtain Rp/f in the signal region. Right: The
reduced mass distribution mJjj,red in the data (black markers) with the estimated background
represented as the black histogram. The tt +jets contribution from simulation is represented in
green. The rest of the background is multijets, calculated by applying the Rp/f to the antitag
region. The total background, before fitting the background model to the data, is depicted
using the shaded region. The signal distributions for a bulk graviton with a mass of 800 GeV
(blue) and the non-resonant benchmark 2 model (red) are also shown. For the upper and lower
figures, the pseudorapidity intervals are |Dh| < 1.0 and 1.0 < |Dh| < 2.0, respectively.

NEW

‣ improves limits on resonant 
production up to 55%
- for radion with m = 0.75 - 1.6 TeV

- above 1.6 - 2 TeV: sensitivity from 
fully merged analysis

‣ non-resonant production: 
better by factors of 2-3 for 
some benchmarks
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[CMS-PAS-EXO-17-019]
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Figure 2: One-loop contributions of a fermion F to the Z 0 ! h0� amplitude.

we find that the 1-loop width induced by fermion F is

�(Z 0 ! h0�) =
(NcQF )2↵

384⇡4
(yFgzzF )

2 MZ0 f(r2
h
, r2

F
) , (3.12)

where Nc is the number of colors of the fermion. The dimensionless function f , computed

in the Appendix, includes the loop integral and the phase space.

In the case where F is the top quark, Nc = 3, QF = 2/3, and yF is the SM top

Yukawa coupling: yt =
p
2mt/v ⇡ 1. Note that the contributions from lighter quarks

are suppressed by their mass squared. Assuming flavor-universal vector couplings of Z 0

to the SM quarks, and that no other particles contribute to the loop process, the ratio of

the h0� and dijet widths is

�(Z 0 ! h0�)P
q
�(Z 0 ! qq̄)

' ↵ y2
t
f(r2

h
, r2

t
)

6⇡3
⇣
5 + (1� r2t )

p
1� 4r2t

⌘ , (3.13)

where rt ⌘ mt/MZ0 . If the Z 0 does not interact with new particles coupled to the Higgs

doublet, then the maximum value of the Z 0 ! h0� branching fraction occurs for MZ0 =

2mt: B(Z 0 ! h0�)max = 2.3⇥ 10�5. The h0� branching fraction is plotted as a function

of MZ0 in the left panel of Figure 3.

A Z 0 boson with flavor-universal couplings to all SM quarks arises in the presence of

an extension of the SM gauge group by a U(1)B symmetry, with all quarks carrying the

same charge (by convention zF = 1/3 while the gauge coupling gz is a free parameter).

The cancellation of the gauge anomalies involving U(1)B requires new fermions (called

anomalons), which must be chiral with respect to U(1)B, and are constrained to be vec-

torlike with respect to the SM gauge group. Specific sets of anomalons were introduced in

Refs. [16–18]. The couplings of the anomalons to the Higgs doublet are model dependent.

In the limit where these vanish, the anomalons do not contribute to the Z 0 ! h0� width.
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[BA Dobrescu, PJ Fox, J Kearney  
EPJC77, 704 (2017)]
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Figure 2: The observed Jg invariant mass spectra in the signal region, shown along with the
background fit and a few selected signals (arbitrary nomralization), for the b-tagged (left) and
untagged (right) categories. The green and yellow bands correspond to the one and two stan-
dard deviation uncertainties in the background fit. Shown in the lower panels are the numbers
of events in data divided by the predicted number of events from the nominal background fit,
with the error bars corresponding to the statistical uncertainty of data and the shaded band to
one standard deviation in the background fit.

A search for heavy, narrow-width resonances decaying to a Higgs boson and a photon (Hg)
has been performed in proton-proton collision data corresponding to an integrated luminosity
of 35.9 fb�1, collected with the CMS detector at the LHC at a center-of-mass energy of 13 TeV in
2016. Events in which a photon and a Lorentz-boosted Higgs boson that decays hadronically
and reconstructed as a single, large-radius jet are considered, and the g+jet invariant mass
spectrum is analyzed to look for the presence of narrow-width resonances. To increase the
sensitivity of the search, events are categorized depending on whether the large-radius jet is
consistent with originating from merging of two b quarks. The backgrounds, dominated by
the standard model g+jet production are estimated directly from data, without reliance on
simulation. Results in both categories are found to agree with the predictions of the standard
model. Upper limits on the production of Hg resonances are set as a function of resonance
mass in the range of 720–3250 GeV, ranging from 25 to 0.4 fb. These are the most stringent
limits on narrow, spin-1 Hg resonances to date in the entire mass range, and the only limits
available below 1000 GeV and above 3000 GeV.
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Figure 7: Distribution of the reconstructed mass mJ� in the H� search BTAG category. The models obtained in the
background-only fits are shown by the solid lines. Hypothetical signal distributions with �B at the level excluded
multiplied by factors of 20 (for 1 TeV) and 10 (for 2 TeV) for the given signal model and resonance mass are
overlaid. The �B lines are calculated with the scale factors applied. The bottom panel gives the significance for
each bin. The significance calculation assumes that the background estimate in a given bin is Poisson distributed.
The calculation follows the recommendation of Ref. [68]. The impact on the background fit of the statistical
uncertainties in parameters pi is shown as a light band around the solid line. This e�ect is incorporated into the
significance calculation. The impact due to uncertainties in the background estimate is negligible compared to that
of the statistical uncertainties.

in the low-mass region, weakening the limit by up to 20% (1%) at mX = 1 TeV (6.8 TeV). Another
important systematic uncertainty is that in the heavy-flavor jet identification e�ciency. It weakens the
limit by up to 13% (20%) at mX = 1 TeV (3 TeV) in the H� analysis, while it has little impact on the limits
in the Z� analysis since the BTAG category is just one of the four categories in this analysis.
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[ATLAS, arXiv:1805.01908]
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Figure 3: Upper limits at 95% CL on signal cross section times branching fraction to Hg for the
b-tagged (upper left), untagged (upper right), and statistical combination of the two (lower)
channels. The background-only hypothesis is consistent with the observed limits within two
sigma.
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[CMS-PAS-EXO-17-019]
[ATLAS, arXiv:1805.01908]
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Very similar sensitivity up to 1.5 TeV

better sensitivity  
due to untagged category
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Figure 2: One-loop contributions of a fermion F to the Z 0 ! h0� amplitude.

we find that the 1-loop width induced by fermion F is
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where Nc is the number of colors of the fermion. The dimensionless function f , computed

in the Appendix, includes the loop integral and the phase space.

In the case where F is the top quark, Nc = 3, QF = 2/3, and yF is the SM top

Yukawa coupling: yt =
p
2mt/v ⇡ 1. Note that the contributions from lighter quarks

are suppressed by their mass squared. Assuming flavor-universal vector couplings of Z 0

to the SM quarks, and that no other particles contribute to the loop process, the ratio of

the h0� and dijet widths is
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where rt ⌘ mt/MZ0 . If the Z 0 does not interact with new particles coupled to the Higgs

doublet, then the maximum value of the Z 0 ! h0� branching fraction occurs for MZ0 =

2mt: B(Z 0 ! h0�)max = 2.3⇥ 10�5. The h0� branching fraction is plotted as a function

of MZ0 in the left panel of Figure 3.

A Z 0 boson with flavor-universal couplings to all SM quarks arises in the presence of

an extension of the SM gauge group by a U(1)B symmetry, with all quarks carrying the

same charge (by convention zF = 1/3 while the gauge coupling gz is a free parameter).

The cancellation of the gauge anomalies involving U(1)B requires new fermions (called

anomalons), which must be chiral with respect to U(1)B, and are constrained to be vec-

torlike with respect to the SM gauge group. Specific sets of anomalons were introduced in

Refs. [16–18]. The couplings of the anomalons to the Higgs doublet are model dependent.

In the limit where these vanish, the anomalons do not contribute to the Z 0 ! h0� width.

10

[BA Dobrescu, PJ Fox, J Kearney  
EPJC77, 704 (2017)]
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Shower deconstruction used  
for the first time in an analysis

Multi-jet backgrounds: sidebands
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in”. A validation region (VR), with negligible signal contamination, is defined to test the performance
of the data-driven method of estimating the multi-jet + W/Z+jets background. This region consists of
events where the b-candidate is b-tagged, and classified as “loose-but-not-tight top-tagged, 0 b-tag in”.
The prediction is found to be in agreement with data within uncertainties.

The W
0-boson signal selection e�ciency, for masses below 2.5 TeV, is higher in SR2 and SR3 than in

SR1, due to the requirement of zero b-tagged jets with �R < 1.0 of the large-R jet (“0 b-tag in” category)
in SR1, making the topology less like the signal in SR1. For masses above 2.5 TeV, the signal e�ciency
is higher in SR1 than in SR2 and SR3 for the same reason: the b-tagging e�ciency, decreasing with pT,
a�ects SR2 and SR3 more due to the requirement of the additional b-tagged jet. Thus, the addition of
the “0 b-tag in” category improves the signal sensitivity at large W

0-boson masses. The W
0-boson signal

event selection e�ciency is about 10% at low mass, decreasing to about 7% at high mass. The di�erence
between the W

0

R-boson and W
0

L-boson signal selection e�ciencies depends on the signal region and the
e�ciency is on average ⇠10% higher for W

0

R-boson signal samples. The di�erence in e�ciency between
W

0

R-boson and W
0

L-boson signals comes from a di�erence in angular separation between the W boson and
the b-quark from the top-quark decay due to the di�erent W

0-boson handedness, leading to a di�erence
in the overall top-tagging e�ciency. For instance, the 3 TeV W

0

R-boson signal sample has a selection
e�ciency of 2.9% in SR1, 2.5% in SR2 and 2.4% in SR3, while the 3 TeV W

0

L-boson signal sample has a
selection e�ciency of 2.7% in SR1, 2.3% in SR2 and 2.3% in SR3.

The dominant background from multi-jet production is estimated directly from data using a six-region
“2D sideband” method that predicts both the shape and normalisation of the mtb distribution. These
regions are shown in Figure 3.
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Figure 3: Illustration of the 2D sideband method showing the two-dimensional plane of the large-R jet substructure
variables vs the small-R jet b-tagging information used to estimate the background yield in regions A (B), from
the observed yield in the three control regions C, F, D (C, F, E) for the (left) “0 b-tag in” and (right) “1 b-tag in”
categories. The top- and b-tagging criteria are applied after rejecting events in which the b-quark jet candidate has
|⌘| > 1.2.

The amount of multi-jet + W/Z+jets background in the signal regions and in the VR is estimated bin-by-
bin in the mtb distribution using the observed number of events in the control regions after subtracting the
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Figure 13: Observed and expected limits for each of the four signal hypotheses considered in
this analysis.

Z’ → tt (LL,LJ,JJ)
Many improvements since last result 

‣ improved PU mitigation, b-tagging

‣ BDT for W+jet suppression

‣ CRs to constrain backgrounds
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Figure 11: Distributions of Mtt for the fully hadronic channel signal region categories, used to
extract the final results. The hashed band on the simulation represents the post-fit uncertainties.
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Improvements on methods and  
reconstruction essential  
to achieve ultimate sensitivity 

Phase transition in searches:  
target large widths, contact  
interactions, cascade decays 

Exciting times ahead!

Dijet bump hunts with jet tagging
(narrow resonances) 
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(a) W-tagger: signal e�ciency
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(b) W-tagger: background rejection
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(c) Z-tagger: signal e�ciency
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Figure 3: The (a) signal e�ciency and (b) background rejection (1/e�ciency) of the W-tagger for HVT W
0 !

W Z ! qqqq and QCD multijet MC as a function of the jet pT. Corresponding values for the Z-tagger are shown
in (c) and (d).

from the fit parametrisation are considered. The relative e�ciency of the D2 cut is extracted for V bosons
with pT starting from 600 GeV, while the analysis extends to pT = 2.5 TeV. To estimate the dependence
of the modelling on the jet pT, the distribution of the D2 variable is compared in data and MC simulation
as a function of jet pT. The observed residual mismodelling as a function of jet pT is taken into account
as an additional 5% uncertainty on the relative e�ciency.

The fit to data is shown in Figure 4. Without applying the D2 selection, the contribution from the
background would be decreasing with increasing jet mass. This fit only extracts the overall yield, while
the width and mean of the W/Z peaks are fixed from similar fits performed on MC simulation. The
fitted relative e�ciency of the D2 cut in data compared to MC simulation is sD2 = 0.86 ± 0.08(stat) ±
0.10(closure) ± 0.07(tt) ± 0.03(fit) ± 0.05(pT range) ± 0.14(theory), or sD2 = 0.86 ± 0.21. Additional fits
letting both the width and mean of the W/Z peaks float are used to compare the e�ciency of the jet mass
window of the boson taggers in data and simulation. Excellent agreement is found, and no additional
uncertainty is assigned.
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W tagging efficiency background rejection
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(a) W-tagger: mass window
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(b) W-tagger: D2 cut
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(c) Z-tagger: mass window
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Figure 2: Jet mass window (a) and D2 cut (b) of the W-tagger as a function of jet pT. Corresponding values for
the Z-tagger are shown in (c) and (d). The initial cut values for maximum significance are shown as solid markers
and the fitted parametrizations as solid lines. For illustration, the expected distribution of jets from the used HVT
W

0 ! W Z signal sample is also shown. The tagger is only valid for jets with a pT between 200 GeV and 2500 GeV
and with |⌘jet | < 2.0.

search. Events with identified leptons are vetoed. Both jets are independently analysed for the presence
of a vector boson, and must pass the D2 selection for either a W or a Z to be considered. The opposite
jet is required to fail the same D2 selection to guarantee independence of this control region and the main
analysis signal region.

The mass distribution between 50 and 200 GeV of the selected jets is fit by a signal plus background
function, allowing to measure the inclusive rate of W/Z plus jets events (V + jets). The contribution
originating from V + jets processes is modelled using a double-Gaussian distribution with the shape
parameters determined from simulation, while the background contribution is fit to data using a fourth-
order exponentiated polynomial. The ability of the fit to extract the correct V + jets yield is tested in
simulation and found to be excellent. By comparing the measured event yield in data and MC simulation,
potential di�erences in the selection e�ciency (sD2) can be probed. Possible contributions of about 13%
from tt events are subtracted based on MC simulation. The cross-section of V + jets at a V pT of about
600 GeV is modelled with about 14% accuracy by the simulation [58]. Additional systematic uncertainties
on the fitted V + jets event yield from MC closure, from the uncertainty on the tt contribution, as well as

9
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W tagger: signal efficiency measurement of D2 cut
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Figure 4: Jet mass distribution for data in the region enhanced in V + jets events after boson tagging based only on
the D2 variable. The result of fitting to the sum of functions for the V + jets and background events is also shown.
On the bottom, the fitted contribution to the observed jet mass spectra from the V + jets signal is shown. The fitted
relative e�ciency of the D2 cut is sD2 = 0.86 ± 0.08, where the uncertainty is purely statistical.

7.3 Signal and background selection e�ciency

After boson-tagging, the data is categorised in five non-exclusive signal regions (SRs): events with two
jets identified as WW , Z Z , and W Z , and events with two jets identified as either W Z or WW , and either
WW or Z Z . The selection requirements are summarised in Table 1.

The selection e�ciency, defined as the number of selected events at di�erent stages of the selection divided
by the number of generated events, as a function of the resonance mass, is shown for the HVT Z

0 decaying
to WW and for the bulk GKK decaying to Z Z in Figure 5. Similar e�ciency values are obtained in the
W Z final state for the HVT model and in the WW final state for the bulk RS models. Multijet background
events are suppressed with a rejection factor of approximately 106 at low mJJ to 105 at mJJ = 5 TeV,
as determined from simulation. The figure shows that, among the di�erent selection criteria described
above, the boson tagging reduces the signal e�ciency the most. However, this particular selection stage
also provides the most significant suppression of the dominant multijet background. The resulting width
of the mJJ distributions in the signal region for a HVT model A W

0 ! W Z (Bulk RS graviton ! Z Z) is
about 6% (10%) of its mean value across the studied mass range, corresponding to about 120 GeV (200
GeV) at 2 TeV.

8 Background Parameterisation

The search for diboson resonances is performed by looking for narrow peaks above the smoothly falling
mJJ distribution expected in the Standard Model. The background to the search is estimated empirically
from the observed mJJ spectrum in the signal region. The background estimation procedure is based on

11
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Figure 7: Comparison between fitted background shape and the mJJ spectra in an example W Z fit control region in
data. The fitted background distribution is normalized to the data shown in the displayed mass range. The shaded
bands represent the uncertainty on the background expectation calculated from the maximum likelihood function.
The lower panels show the significance, defined as the z-value as described in Ref. [60].

fits (also called signal spurious tests) of the chosen function to the fit control regions of data in which a
signal contribution is expected to be negligible. The background is modelled with Eq. (1) and the signal is
modelled using resonance mass distributions from simulation. These e�ects were estimated to introduce
a bias smaller than 25% of the statistical uncertainty on the background estimate at any mass in the search
region, and no additional uncertainty is assigned.

9 Systematic Uncertainties

The uncertainties a�ecting the background modelling are taken directly from the errors on the fit parameters
of background estimation procedure described in Section 8. The systematic uncertainties on the expected
signal yield and shapes arise from detector e�ects and MC modelling and are assessed and expressed in
terms of nuisance parameters in the statistical analysis as shown in Section 10. The dominant sources of
uncertainty in the signal modelling arise from uncertainties in the large-R jet tagging e�ciency and the
jet pT calibration.

Uncertainty in the jet pT scale (JpTS) is evaluated using track-to-calorimeter double ratios between data
and MC [61]. The ratio of the calorimeter and track measures of jet pT is expected to be the same in data
and MC and any observed di�erences are assigned as baseline systematic uncertainties. Uncertainties
obtained from this procedure assume no correlation between the two pT measures, while any residual
correlation would increase them by a certain factor. Since the JpTS uncertainty has little impact on the
sensitivity of the analysis, this correlation is not studied in detail, but rather a conservative factor of two is
chosen to cover the strongest possible correlation. Additional uncertainties due to the track reconstruction
e�ciency, track impact parameter resolution, track fake rate are taken into account. The size of the total
JpTS uncertainty varies with jet pT and is between 5% and 10% for the full mass range.

The impact of the jet pT resolution uncertainty is evaluated event-by-event by rerunning the analysis
applying an additional Gaussian smearing of the input jets pT, degrading the nominal resolution by the

14
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Validating the background model

where x = mJJ/
p

s, p1 is a normalization factor, p2 and p3 are dimensionless shape parameters, and ⇠ is
a constant. ⇠ is derived in an iterative way, minimizing the correlation between p2 and p3 in the fit, for
each mJJ distribution. It was confirmed that the complexity of this fit function is su�cient for the expected
statistics in the signal regions by performing Wilks likelihood-ratio tests [59]. The fit is performed to the
mJJ distribution in each signal region in data with a constant bin size of 100 GeV. This choice is motivated
by the experimental resolution.

The modelling of the parametric shape in Eq. 1 is tested in a dedicated fit control region (CR) in data.
This CR is designed to resemble the expected background in the SR in both shape and statistics, under the
assumption that no signal contribution is present. Using an ABCD-like method, four regions are defined
as described in Figure 6. A possible contamination in region A, C, or D from a potential BSM signal is
negligible.

Figure 6: Four orthogonal regions used to build the fit control region. A: |�y12 | > 1.2 and both jets boson-tagged,
B: |�y12 | < 1.2 and both jets boson-tagged (this is the nominal signal region), C: |�y12 | > 1.2 and event not
boson-tagged, D: |�y12 | < 1.2 and event not boson-tagged. Regions A and C are used to derive a per-event transfer
factor to go from region D to the fit control region, which is representative of region B. A and C are also signal
depleted due to the |�y12 | > 1.2 requirement.

The probability to misidentify a single-jet as a W or Z boson in a data set dominated by QCD multi-jets
is parametrized as a function of jet pT using regions C and A. It has been validated on data that such
a probability is independent of |�y12 |. Since a correlation between the two leading jets of the QCD
background is observed after the pre-selections, the probability of the subleading-mass jet is derived
requiring the leading-mass jet to pass the boson-taggers’ mass window. By applying per jet weights
depending on the jet pT to events in region D, it is transformed to what looks like region B - the fit CR.
To correctly take into account the expected statistical fluctuations and uncertainties, the CR distribution is
assigned the correct Poisson errors, and fluctuated accordingly. The last step is repeated multiple times,
fitting each distribution with the background fit function, and evaluating the goodness-of-fit �2/NDF.
Bins with fewer than five events are grouped with bins that contain at least five events to compute the
number of degrees of freedom. On average, the �2/NDF is equal to unity with no stark outliers. Figure 7
shows the fit result performed in an example W Z fit CR of the full 2015-2017 data set. Similar results are
obtained for the other CRs confirming the ability of the chosen background fit function (Equation 1) to
describe the expected dijet mass spectra in the SRs.

The statistical uncertainty on the background expectation comes directly from the uncertainty on the
fitted parameters of the background function, which assumes a smoothly falling mJJ distribution. Possible
additional uncertainties due to the background model are assessed by considering signal plus background
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Figure 3: Left: The double-b tagger pass-fail ratio Rp/f of the leading-pT AK8 jet in semi-
resolved events as a function of the difference between the soft-drop mass and the Higgs boson
mass, mJ � mH. The measured ratio in different bins of mJ � mH is used in the fit (red solid
line), except in the region around mJ � mH = 0, which corresponds to the signal region (blue
markers). The fitted function is interpolated to obtain Rp/f in the signal region. Right: The
reduced mass distribution mJjj,red in the data (black markers) with the estimated background
represented as the black histogram. The tt +jets contribution from simulation is represented in
green. The rest of the background is multijets, calculated by applying the Rp/f to the antitag
region. The total background, before fitting the background model to the data, is depicted
using the shaded region. The signal distributions for a bulk graviton with a mass of 800 GeV
(blue) and the non-resonant benchmark 2 model (red) are also shown. For the upper and lower
figures, the pseudorapidity intervals are |Dh| < 1.0 and 1.0 < |Dh| < 2.0, respectively.
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