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AMPEL framework

• AMPEL is a streaming data analysis framework with a 
focus on astronomy, currently in active development 

• ~12k lines of Python3 

• Core does things that astronomers are bad at: 

• Provenance tracking 

• Data and computation de-duplication 

• Horizontal scaling 

• Contributed plug-ins do things that astronomers are 
good at: 

• Account for finicky details of individual instruments 

• Calculate object features 

• Analyze population properties

Alert Management, Photometry, and Evaluation of Light curves
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Transient-astronomical data

Photometric point 
(data point)

-

=
{ 
  "_id" : 674294034215015004, 
  "ra" : 31.7952798, 
  "dec" : -9.0246254, 
  "jd" : 2458428.7940394, 
  "magpsf" : 20.2646770477295, 
  "exptime" : 30.0, 
  "fid" : 1, 
  "field" : 349, 
  ... 
}

direction
time

intensity

metadata

Light curve 
(time series)

Credit: sne.space

Tasks: 
• Update object features

Population 
(panel)

Tasks: 
• Estimate properties of 

underlying population 
• Rank by importance, request 

follow-up paintings from 
other telescopes 

• ...

Tasks: 
• Accept/reject based on 

data quality, location, etc
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ZTF Kafka stream

['schemavsn',
 'publisher',
 ‘objectId’,
 ‘candid',
 ‘candidate’,
 ‘prv_candidates’,
 ‘cutoutScience’,
 'cutoutTemplate',
 'cutoutDifference']

ztf_20181115_programid1
ztf_20181115_programid2
ztf_20181116_programid1
ztf_20181116_programid2
ztf_20181117_programid1
ztf_20181117_programid2

Topic per night and 
observing program 
(16 partitions each)

Message per detection 
(Avro payload with single 
record)

typically 60-100 kBupstream (UW) retains 
messages for ~1 week

internal object name 

id of last detection 

last detection 

previous detections 

image data
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Live AMPEL instance at DESY
Real-time analysis of Zwicky Transient Facility data

ZTF (Palomar Mountain, California)CalTech, Los AngelesU. Washington, Seattle

>80 exposures/h 
47 deg2 each 

~350 Mbps

20 detections/s 

~2 Mbps

data 
storage

Filtering (T0)Filtering (T0)Filtering (T0)
Filtering (Tier 0)

Accepted 
photometric 
points

Filtering (T0)Filtering (T0)Filtering (T0)Light curve analysis 
(Tier 2)

state 
storage

NoSQL 
databases 
(Mongo) Population analysis 

(Tier 3)

Feature 
calculation task

Updated feature
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consumers

Current object states

DESY computing center
outside world
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Current applications

Searching for associations 
between supernovae and high-
energy neutrinos

Optimizing transient selections

Selecting transients for real-time public distribution

Monitoring the sky for 
gravitationally-lensed supernovae



Operations
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Lightweight deployment

ztf-wgs

burst

transit
subnet firewall

• standard wgs deployment

• SL7 + minimal 
package set 

• Local accounts, 
isolated from 
DESY services (no 
AFS, no Lustre) 

• DV manages 
firewall and 
storage, JvS the 
rest

• Live MongoDB 
• Catalogs 
• Live stream processing

• Alert archive 
• Offline analysis

external 
services

inbound ssh connections outbound connections
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AMPEL stack

MongoDB (AMPEL)

AlertProcessor (x16)

T2Controller

T3Controller

StatsPublisher

MongoDB (extcats)

catsHTMd

ANNZd

FollowupListener
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• Services 
distributed as 
Singularity 
containers 

• Orchestrated with 
`singularity-stack` 
(custom `docker 
swarm` workalike)

See M. 
Giomi’s 
talk
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Container workflow

Assemble Dockerfile 
• Dependencies (conda) 
• Tagged version of core 

Ampel projects and 
contributed plug-ins 
(git submodules)

Build with Jenkins 
• Build Docker image 
• Run unit & integration 

tests 
• Convert to Singularity 

format 
• Publish Singularity 

image to DESYcloud

Deploy 
• Download tagged 

Singularity image 
• Record stack 

configuration (image 
tags, bind mounts, env 
vars, etc.) 

• Deploy with singularity-
stack 

~20 minutes start to finish



Performance
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Data volumes

• ZTF alert distribution began in June 2018 

• Performance as of 1.1.2019: 

• 64M alerts (one Kafka message each) 

• 4.9 TB (2.9 TB de-duplicated)  

• Latency from shutter close at Palomar to alert ingestion at DESY typically < 10 min

Stable running Winter rainsCamera repair
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Performance limits

• All AMPEL tiers are embarrassingly parallel and communicate over sockets 

• Scale horizontally 

• Scale to multiple nodes/sites (with better orchestration) 

• Central MongoDB is a potential bottleneck (modulo sharding)  

• Single Mongo instance on `burst` can sustain 1250 alerts/s (~3x LSST rate) 
with current filter channels (1-2% passing rate)
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Summary

• AMPEL has been processing ZTF alerts at DESY for nearly one year. Current 
applications include: 

• TDE detection with ZTF (see talk by R. Stein) 

• Early SNIa candidate detection (see talk by V. Brinnel) 

• Neutrino-optical transient coincidence search (see talk by L. Rauch) 

• AMPEL is modular (instrument/science plug-ins) and its releases containerized 
for portability and reproducibility. 

• The processing pipeline scales horizontally; LSST-scale alert rates can be 
handled easily.


