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Tracker Online Monitor (TOM)
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http://tom.cern.ch

http://tom.cern.ch
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Integration in the Online Monitoring System (OMS)
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use common interface + 
customized aggregation layer for 

querying pixel-specific data 

—> integrate pixel monitoring as a 
workspace in CMS OMS

https://cmsoms.cern.ch/

http://tom.cern.ch

https://cmsoms.cern.ch/
http://tom.cern.ch
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OMS and TOM data

• install separate aggregation layer instance on TOM / testing instance, 
make data available via RESTful API, which can be then used by OMS GUI 

• data aggregation is also (mostly) separated from the GUI on TOM 
• probes e.g. return a generic plotting object which can be either used for JSON 

export or for plot.ly

• CMS OMS provides a stable, centrally-managed monitoring GUI for Run-3 
• test possible integration of data provided by TOM  
• need to export data via aggregation layer:
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http://plot.ly
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API running on testing instance

• set up new OpenStack instance for OMS integration testing: 
testing-oms.cern.ch 

• test API on running instance, e.g.  
http://testing-oms.cern.ch:8080/api/v1/fills/5576 => returns JSON: 

• successfully connected to our database accounts 
• working on our own OMS resources
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in contanct with Ulf Behrens from OMS:
• we are the first subsystem among CSC which will use OMS 
• each subsystem runs its own aggregation API server 
• testing instance with development workspace:  

https://vocms0184.cern.ch/cms/index/index 
• database input will be still handled by our webserver, as 

OMS will be strictly read-only 
• shifter reports can be implemented as separate pages in our 

workspace (=> PDF export available)

http://testing-oms.cern.ch
testing-oms.cern.ch:8080/api/v1/fills/5576
https://vocms0184.cern.ch/cms/index/index
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Current tasks
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• until we can use our aggregation server in OMS, create TOM probes which can read the 

server’s JSON output 
• switch to a separate development branch, use only JSON probes 

• make pixDB tables visible to the cms_trk_r account, 
reorganize pixDB database structure and document e.g. on a Twiki page 

• creation of OMS resources on our aggregation server: 
• create OMS resources for pixel currents, voltages, temperatures, leakage currents, FED 

error counts / channel info,  (FEDMONITORPERSISTENT), castor probes (integration DB -
> OMDS), clean room probes, CO2 flow, humidity, masked channels (read from integration 
DB as well), readbacker (va, vd, vbg, vana from pixDB) 

• this is mainly DB work => need to make integration DB visible, create views  
in order to create OMS resources 

• GUI implementation and contact / co-development with OMS GUI  
developer would be a good opportunity for our summer student  

• after migration to OMS, new pixel monitor developments would mostly be database work (fill 
tables, create views)


