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Direct optimization of discovery 

significance
 Most important aspect is the significance of the signal counts 

over the background counts

 Purity of background classification is not so important

 Usually accuracy is maximized though minimizing binary cross 

entropy

 One can define a loss function based around direct 

optimization of discovery significance, in this case the Asimov 

discovery significance1

 We maximize ZA through minimizing 1/ZA
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2HEP approach signal prediction

1arXiv:10071727v3  2M.Shchedrolosiev presentation, summer 2018

s = correctly classified signal 
events
b = incorrectly classified 
background events
σ = systematic uncertainty



XGBoost implementation

 Uses second order approximation

 Additive training (boosting)

 Minimizes every next tree, ft

 Loss function, lAsimov, defined as 1/ZA

 gi is the gradient

 Asimov score used as metric for early 

stopping procedure

 Autograd used for automatic differentiation
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Monte Carlo
 To test approach look at stop SUSY model close to edge 

of exclusion at 30 fb-1 of 13TeV of LHC data

 Currently using compressed model data. Code can also 
be used with uncompressed data

 Taken 1M events of signal and background with Pythia 
and Delphes with basic selection criteria: 1 lepton pT≥40 
GeV, 4 jets pT≥30 GeV, at least 1 b-tagged jet
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Results

 Best results from Mykyta for 
XGBoost

 Compared to best results
from the paper for DNN

 Asimov nearly comparable
to cross entropy for high
uncertainty XGBoost.

 DNN still the best 
performance

 Asimov performs better 
than cross entropy at high 
systematic uncertainty for 
compressed model
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3XGBoost results: Cross entropy vs Asimov loss

4DNN Results: Best Asimov significance for cross entropy optimization vs direct 

significance optimization

4A.Elwood, D.Krücker, M.Shchedrolosiev, 

“Direct optimization of the discovery 
significance in machine learning for new 
physics searches in particle colliders”



My Aims

 Two separate scripts – run.py and exampleScript.py

 Combine the two to create a more legible, easier to run script 
with XGBoost implementation ready for paper publication

 Create new environment with XGB modules to run the script in

 Push to github
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Data Frames

 Original data frame sourcing 
and converting from root file to 
pickle  
'/nfs/dust/cms/group/susydesy/
marco/training_sample_new’

 Taken from run.py, data 
processing altered in 
exampleScript.py

 Easier variable choice, allowing 
for exclusion of high level
variables

 Defined splitting of data once, 
not separately for each class
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Data frame sourcing

Variable choice



Grid Search

 Implement a grid search to 
scan a range of 
hyperparameters

 Avoids having to do full 
hyperparameter 

optimization

 Still option to just use default 
configurations

 Grid search does not 
automatically plot with new 
parameters

 Not all options implemented
yet
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Setting up grid search

DNN grid 

search results

XGBoost 

grid search 

results



Other Alterations

 General tidying up and formatting

 Make sure all variables are defined properly for each 

classification

 Successfully running Plotting, DNN, XGBoost, Regression

 Bdt with Adaboost classifier not working due to error in Bdt code 

from original source, not so relevant to the paper

 Combined functionality of run.py plus exampleScript.py (total 

lines > 1100)

 Reduced to < 600 lines of code
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Run_xgb.Py Results
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DNN with Asimov loss function XGBoost with Asimov loss function XGBoost with binary cross-entropy loss 

function

The results show a good replication of expected 

behaviour



Summary And Outlook

 Asimov loss demonstrates comparable significance at high 

systematics for XGBoost with compressed model

 Better significance at high systematic for DNN with compressed 

model

 I have cleaned up code, including grid search and data frame 

sourcing 

 Good replication of expected behaviour

 To do: grid search with automatic plotting, fix bdt, reproduce 

results from paper with correct configs
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What Have I Learnt?

 Some introductory supersymmetry

 The basics of how the CMS detector works

 Python and Numpy

 Linux

 Git

 What machine learning is and a few different classes

 Bdts, XGBoost, DNNs

 Worked with tensorflow and keras

 Worked on CMS servers

 More generally: how a site like DESY runs, how groups like CMS and SUSY work

 Attended some interesting discussions and colloquiums  
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