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Overview

« DESY ATLAS group members

. Physics Program ”
= Technical Activities
= Conclusion

s ATLAS Detector - ready for
first data

= Being exercised with > :
cosmic rays
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DESY-ATLAS Group

« Group members (Hamburg and Zeuthen)

= 9 senior staff

= 1 Junior professor

2 YIG leaders

14 Post-Docs (DESY fellowship)

17 PhD students

some members work part time on HERA or ILC

« Collaborations with:
= University of Hamburg
» Humboldt University Berlin

=« DV Zeuthen + IT Hamburg
= Analysis Centre
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ATLAS Responsibilities

s Pixel Upgrade for SLHC
2 Prompt Reconstruction Operations Coordinator ~ David Cété.
s Offline Software Release Coordinators David Coté, Michael Bohler
2 Derived Physics Data task force convener ~ Karsten Kéneke
s Standard Model & eGamma DPD maintenance and
production

_

s Monte Carlo software manager Ewelina Lobodzinska

_

s Trigger Monitoring Mike Medinnis

_

s Absolute Luminosity For ATLAS (ALFA) Karl-Heinz Hiller

_

s National Analysis Facility User Committee Chair Wolfgang Ehrenfeld

_
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Physics Program

= Minimum Bias: determination of charged track multiplicity,

MC tuning
= Standard Model:

«7—e'e: sensitivity to PDF distribution

s/ —>TT: efficiency, reconstruction and mistagging studies
= Top:

s ttbar cross section with the first data
s ttbar as calibration: trigger efficiency monitoring
= new physics with top
= SUSY:
= mSugra (leptons) and GMSB (photons and taus) models
= discovery studies
= parameter measurements (masses, lifetimes, etc.)
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» Coordination of ATLAS MC09 = = |
tune for underlying eventand ,,- ** o o
b (S ; Min. Bias tune H_
| e Pythia8 i
= Development of genetic E UAS 900 GeV
algorithm for tuning & tuning “E
. 0.5
of pythia8 e P
= In cooperation with Terascale g - ST NI -
Aliance @ Freiburg & Berlin e e Bl o e b o o n"

= Internal note in preparation

Charged particles pseudorapidity distribution

Preparing to include first ATLAS data

5.11.09 Miroslav Nozicka



Cut Based Identification of

Hadronic T decavys

s |dentification of T hadronic decays based on safe variables n
for first T physics at ATLAS el
s Calorimeter based cuts
s Electromagnetic radius, Ratio of EM energy to total energy, etc.
s Calorimeter+track based cuts
s Combined calorimeter and track variables
s Optimization of the simple cuts: Use genetic algorithm from
TMVA

s 3 set of cuts:

Efficiency Bckg. rejection factor
Loose 70% 19
Medium 50% 145
Tight 30% 366

Results are used for T indentification starting from software release 15

Reference: CDS ATL-PHYS-INT-2009-082 (public note soon)
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GMSB6 scheme: T

s MC cut Optimization for detection of

GMSB6 NLSP T, A =40 Tev TN
1 tan = 30 G
J \/;=10 TeV ,L =200 pb M. =250 TeV . .
] L m X ,»T,T=17G
s Preselection to minimize SM background Vs=3 TR
. . . . . g j = + N -
s Selection to optimize signal significance [ *"'_ RE oty o1y G
grav

« GMSB parameter scan A, tan
s Vs=10TeV ,L=200pb ', 1 fb"
s Detection of NLSP using the previous selection
s Discovery potential for different lumi: signal significance S =5

= Study of invariant di-tau mass distribution
«Js=10TeV,L=8 fb '
= Mass difference determination: Mffx=\/m§?—m§

1

ATLAS discovery potential of SUSY with the first LHC data

Reference: CDS ATL-PHYS-INT-2009-095 (public note soon)
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Trigger Activities

Interaction rate
~1 GHz CALO MUON TRACKING

3unch crossing
rate 40 MHz

LEVEL 1
TRIGGER

Pipeline
memories

hardware

2 5]13 Derandomizers

Regions of Interest | | | | | | Readout drivers

EEEEEEEEENENR| (RODS}
LEVEL 2 Readout buffers
TRIGGER (ROBs)
O(1) kHz
~40ms Event builder |

software

EVENT FILTER FuII-eventd buffers
an
~ 200 Hz processor sub-farms
~SecC.

Data recording

Global Rates (Hz)

T D
|
A

s Trigger Core software
s Trigger setup for online processing

= Trigger Configuration

s Design and development of the trigger
configuration framework

s Providing trigger information for DAQ and
physics analysis
s Interface and support for online operations
= Trigger Menu
s Implementation of physics algorithms to
trigger framework
= Trigger Monitoring

s Online monitoring of trigger performance
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Conditions
Database

to Tier0
TriggerDB |

Tier 0

express| calib

rovs | [owrcrele|
[ ]

L1 Result y
LVﬂHH E DbProxy
LVL2
Result

Event Builder

Trigger Menus
into Conditions DB

Subfarm Input

Y

Conditions

ESD 100MB/s

AOD 20MB/s

Database m
T o
esu MC production
Subfarm Output
Trigger Result .
99 TriggerDB
Trigger Objects Replication
i ool 02-01-22: nozicka Expert atlas conf trigger v2' r@atlirl-v.cern:ch using Ora
File Menu Work Level 1 Load/Save View Help
SuperMaster Ne Find P... Find all

= Trigger DB

s Relational DB — entries are not doubled
s Oracle, MySQL, SQLite

s Full Trigger information stored in the
DB

s Java based GUI for access to
TriggerDB — Trigger Tool

Activities

s Qverall functionality of trigger
configuration

s Running the trigger offline

s Partial development of the Trigger
Tool

s Autoprescale Tool

DESY-ATLAS and University of Manchester cover responsibility of Trigger Configuration

5.11.09
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s Operations &
Commissioning

s Prompt Reconstruction
Operations Coordinator
s oversee all TierO software &
operations, which process and

export all ATLAS data live as
they are recorded

a8 data reconstruction, monitoring,
calibration, quality assurance

s Managing 2 of 5 main offline
software releases

= Data-driven auto-configuration:

= Frequent changes of data conditions
during commissioning (e.g. magnetic

field, beam status)

Trigger
Dedicated data stream for
calibration/alignment
Tier 0
Calibration l
Centers |~~~ Reconstruction
Calibration Tier1 |
& Alignment
Y
Tier 2

s Common and flexible interface used by

TierO, Tier1 & users

5.11.09
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Online reconstruction
and monitoring

—

Data Quality Event
Monitoring Display

Histograms
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Event Data Model (EDM) Service

Supervise definition and implementation of the core ATLAS data file formats
Applies to all official data formats (ESD, AOD, HITS, DPD, ...)

s Schema Evolution

s Manage changes to the EDM over time
s Ensure backwards compatibility of software

and data

Releaserel 5 SuccessMessagesignored

aodtcacd AOD-15.5.0.109 ( jo )
aodtoaod AOD-15.4.0.log { jo )

(
aodtoacd AOD-15.3.0.log [ jo )
aodtoaod AOD-15.2.0.l0g ( jo )
aodtoaod AOD-15.1.0.log ( jo )

(

{

(

aodtoaod AOD-15.0.0.log [ jo )
aodtoaod ACD-14.5.0.l0g ( jo )

aodtoaod ACD-14.4.0.10g { jo )

aodtoaod ACD-14.2.24.og ( jo )
aodtoacd AOD-14223 log { jo )
aodtoaocd AOD-14.222.10g ( jo )
aodtoaod AOD-14221200g (jo )
aodtoaod AOD-142203log (jo ) ¥
aodtoaod AOD-142.101leg (jo) v
aodtoacd ACD-142.0210q (o) v
aodtoaod ACD-14.1.04og (jo) v
aodtoaod ACD-14.00.10og (jo) v
aodtoaod AOD-13.0405.00g (jo ) #
aodtoaod AOD-13.0.30.5.log ( jo )
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s Read-Speed Improvements

s |/O is bottleneck in many steps in the
data processing chain today

s Optimise structure of ROOT files

s Optimise ATLAS Transient-Persistent
Separation Conversions

s Simplify ATLAS persistent EDM

s Goal: read files at 10 MB/s

Automated validation of reading old
files written in previous software
releases with the newest software
release
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Validation of MC Generators

/T

= DESY long term responsibility for s —
MC generator interfaces to ATLAS : © | - Etes 11137
software % *j L e s
« Development of HepMCAnalysis 5 oep H, v 1158
tool for generator validation 5 F ™ B
s Status: completed and integrated in i I”—H Overflow|Bin
ATLAS validation framework B i \
s Generator validation and support: - f‘”ﬁ
s POWHEG for top production - MC@NLO vs. Lh
calculation @ NLO ST AL
s HERWIG++ for SUSY and W/Z S 15t o] : +
s Helac-Phegas for multijet final states o t

C‘."D|

100 200 300 400 500 600
Transverse Momentum of t/ 1 (GeV)

In Cooperation with Terascale Aliance
@ Wuppertal
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s Frozen Showers: fast simulation [ . Fs
method for low energy electrons and ey
photons in calorimeters. ot

300

s Frozen Showers work together with
full simulation, providing comparable
results for deposited energy and :
shower shapes. ° i}

s Frozen Showers combined with recent
developments which include cut
against thermal neutrons and
termination of soft particles in dead
material give about 7 fold reduction in
simulation time compared to the full

simulation for physics events. R me-n—

. e233/e277 f3core
Frozen showers are essential for large Comparison of fake electron distributions
statistics background simulation, P

for the full simulation and frozen showers
they reproduce |_/vell fa_ke rates of the full enriched electron fake samples
simulation.
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Other Computing Tasks

s The ATLAS DESY group participation:

s Group member is ATLAS librarian (release
management of the ATLAS offline software)

s ATLAS offline release building

s Management and monitoring of ATLAS
world wide data distribution

# Participation in the operation of the GridKa
cloud

s QOperation of the Tier-2 center
s NAF ATLAS support (ATLAS specific user

ESD: ~500kB

AOD: ~100 kB

/TAG;
@

s TAG data is a very dense event summary
(detector status, trigger information,
physics quantities)

s TAGs can be used for fast event selection

support) .
s DESY operates an instance of the ATLAS = TAG DB@DESY:
TAG database besides CERN and BNL s Oracle based DB
s Back end: 4x 4 Core machines/64 GB
memory
s Storage:

s Current - 2+4 TB
s Data taking - 10+20 TB
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Absolute Luminosity For ATLAS, to calibrate LUCID detector
s 4 roman pot stations

s Special runs required
s LHC optics adjustment
large [3, 43 bunches
s LUCID calibration

s absolute luminosity
measurement precision 3%

240 m 240 m

s DESY responsibilities:

vertical apertur:

s HV supply
s Fiber Detector Metrology
s ~50% of multianode PM's

s Trigger detectors
s Status:

s 1 station mechanics installed
at LHC

One complete station recently tested in the test beam at CERN
5.11.09 Miroslav Nozicka 16
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LHC and ATLAS Upgrade Plans

Total Integrated Luminosity vs Year
(LHCC July 2008)

s Two-phase upgrade of
LHC machine & detectors

« ATLAS Inner Detector
upgrade:

s Phase | (~2014): new
iInnermost pixel layer
inserted into existing pixel

detector (Insertable B-Layer,
IBL)

s Phase Il (sLHC, ~2018): full
replacement of Inner
Detector, most likely with all-
silicon tracker

—*—Normal Ramp

—#-No phase Il

5000

4000

3000

2000

Integrated Luminosity 1/fb

1000
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Insertable B-Layer

s DESY (& HU Berlin) plans adjusted
to delays in upgrade schedule:
contributions to IBL

s Strategic importance:

s Good way of establishing DESY in the
sLHC community

s Good time to join: MOU and TDR in
preparation

| Track Impact Parameter Resolution | 4 ReSponSIblhtleS SerV|CeS and

simulation

s Desi%n and testing of high voltage
distribution

s Procurement & test of optical fibers
s Test beam & EUDET pixel telescope
s Detailed MC simulations

s sLHC R&D ongoing: test beam,
MC simulations, DC-DC powering

—— Current ATLAS

—s— Inverted single stav

=
T

—=— Regular single stavg

r¢ impact parameter (um})
rz impact parameter (um)

5
T I

10

1

10 10 10 10
Momentum (GeV/c) Momentum (GeV/c)
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Remote Monitoring Centres at

Hamburg and Zeuthen

s Project driven by ATLAS, Univ. of « Status
Chicago and DESY s initial set up in bldg. 3 till bldg. 1
_ renovated
= Follow recommendations from Helmholtz . 1 monitoring and 1 display station set up
evaluation and the example of the s HD video conference equipment ordered

LHC@FNAL Fermilab Remote Center a evaluate setup

: s room in Zeuthen in CERN design
« Involve German ATLAS community | e el e o

s Good instrument to bring LHC and o
ATLAS activities to the lab and public

s« ATLAS and DESY management strongly 2
support the idea |

s ATLAS Control Room services limited to
P1

s mirror copy of basic services outside P1
s web based services like event displays,
HD webcams etc

107

217

511

120

65

107 209 120 65
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s DESY group playing major and leading roles in
many ATLAS activities

s DESY-ATLAS group well prepared for LHC start up

s Imminent LHC startup necessitates an increase In
already strong involvement in ATLAS online
operations:

= Shifts

= Online expert activities
» Data Management

= Involvement of DESY group in ATLAS upgrade for
sLHC is of strategic importance

5.11.09 Miroslav Nozicka 20



Backup slides
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SUSY models with fittino

s Fitting SUSY models parameters using fittino

s Using existing measurement data

— b 1 I | 1 1 I I | I I 1 .I I- 1 1 I 1 1 I 1 I I I I 1 |
~ - w4 Jets 0 lepton
© 1000 ﬂTLAS SN . P —
0 umn 4 jets 1 lepton

u TeV/ : -
H-; 1% s dlscwerv ----- i 4 jets 2 Ieptons 05—
=

s Prediction of the ATLAS

- MSUGRAHQB =10 S *1 jet3lept0“5' -

discovery reach for mSugra “ L
L=1p" — oo

S5 TEV)
L . S

e, :
. ‘_"" \

v 5§10 TeV) % "1
" 3 .‘

Good chance for early SUSY
discovery at LHC

|--.
;\ n
("

500 1000 150 2000 2500 3000
m, (GeV)
Reference: arXiv:0907.2589v1 [hep-ph]
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Trigger Menu and Commissioning .

s Trigger menu development
s Trigger menu: Defines the list of triggers run at each level

s Responsible for preparing the menu for the experiment
s Requests from various physics, performance and detector
groups
s Make sure that we have the appropriate trigger at each phase
of the experiment

s Menus for cosmic run, physics run, MC production

s Trigger commissioning
s Trigger ntuple produced at TierO during the reconstruction
s Development of the ntuple related to the menu

s Preparing for analyzing data and giving quick feedback to
the operation of the experiment
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