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Introduction

The Slide taken from EPS-HEP 2019 Conference, presentation by M.Habermehl 
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Electromagnetic Showers in a HEP Experiment 

•Incoming particle initiates the showers and secondary particles are produced
•These secondary particles further produce other particles until the full energy 

is absorbed

This is one type of EM calorimeter : so-called sampling calorimeter
➡ A calorimeter consists of alternating layers of passive absorbers and active detectors
➡ ILD prefers to use this type of EM calorimeter

Picture : https://www.hephy.at/fileadmin/user_upload/VO-6-Calorimeters.pdf



GANs for EM Shower Simulation 
Promising results by CaloGAN in 2018 

‣ why not try for ILD ?

-  CaloGAN has a simple setup : Only 3 layers with LAr (+ lead absorbers)

-  ILD has 30 layers of Silicon - Tungsten ECAL 
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Generative Adversarial Networks (GAN)
Consists of two networks playing min-max game :

- Generator learns to fool the discriminator 
- Discriminator learns to distinguish fake or real images
- Continuous feedback between them. Both tries to get better 

source : https://sthalles.github.io/intro-to-gans/
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Steps towards CaloGAN usage

1. Reproduce the original result

• Manage to run the code, which is 2 years old

• Ask authors for clarification (if they answer)

• Dockerize the code and adapt it for CaloLayers > 3 

2. Prepare your computing environment 

• Ask help from IT & learn how to run the code in GPUs  (read confluence)

• Explore maxwell HPC cluster

3. Prepare the training data 

• Convert slcio files to hdf5 files 
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CaloGAN-docker
Purpose : To package up an application with all of the parts it needs, such 
as libraries and other dependencies, and ship it all out as one package
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 Particle Gun via Geant4 
✓ Shoot photon perpendicular to the ECAL 
✓ Project depth information into the 5 layers
✓ LCIO to hdf5 conversion 
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Training
Training is being performed in GPU nodes in BIRD as well as in Maxwell cluster 

Training data :
• 30k Geant4 shower events
• Each calorimeter layer is represented by a 20x20 size image.
• Incoming photon’s energy is uniformly distributed between 10-50 GeV
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Very first results.. 

Epoch 10, Layer 1  

Let’s pick 5 random images out of the training set and find their 
nearest neighbor in the synthesised (i.e generated) datasets.
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Very first results.. 

Epoch 50, Layer 1 

Let’s pick 5 random images out of the training set and find their 
nearest neighbor in the synthesised (i.e generated) datasets.
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Very first results.. 

Epoch 100, Layer 1  

Let’s pick 5 random images out of the training set and find their 
nearest neighbor in the synthesised (i.e generated) datasets.
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Very first results.. 

Epoch 150, Layer 1  

Let’s pick 5 random images out of the training set and find their 
nearest neighbor in the synthesised (i.e generated) datasets.
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Summary 
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Application of GANs to the fast EM shower simulation in progress!

   Outlook : 
• Explore shower shape variables. 
• Go for 30 layer ILD simulation, which is not easy due to input size!
• Explore other GANs (i.e Wasserstein GAN that CMS HGCAL is using)
• Collaborate with other people who uses ML/DL intensively


