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« 38 countries

Our group, both in Hamburg
and Zeuthen, is part of this!

[=] y1=[m]

T

r'\\

You want more?
- Data are distributed to the Worldwide
We h ave more ! LHC Computing grid

» Over 130 centers around the globe
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- Subdetectors, assemble! GPU, Machine Learning _

- Each of them sensitive to different effects libraries, containers, etc.

» We design sophisticated algorithms to reconstruct what

happened. - DESY also provide a large pool of resources for the
- Machine Learning used throughout worldwide computing grid

- And we are using them!

- Both NAF and grid computers are maintained by our friendly
IT colleagues
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