1 Deep-Neural Networks for Data
= Analysis with the-=CMS-Detector
° at the LHC
Deep neural network and CMS Deep neural network in SUSY

CMS event display

CMS Experiment at the LHC, CERN
.\ Data recorded: 2016-May-29 22:35:55.226560 GMT
s | Run / Event / LS: 274199 / 548714092 / 285

Supersymmetry

Supersymmetry (SUSY) as popular extension of the standard
model

Neuron of a network
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Our model: Simplified decay of supersymmetric gluon to top

Non-linear activation, e.g. RelLU
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CMS Work in progress 35.9fb™ (13 TeV)
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can be up to 10 and W boson production with associated jets

The deep neural network is trained to identify each back-
ground and the signal

Classification

For each process a probability (DNN classifier) is given as
output and can be used to classity events as process with
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