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• BLT_arrays (publish BLT via DIP) crashing 
less than 2 hours running with error:
terminate called after throwing an instance 
of 'std::bad_alloc'
what():  St9bad_alloc

• Still investigating what that means exactly.

• Meanwhile...

BLT_arrays crash
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• BLT done without DIP:
+24h running without crashing (I forced the 
job to stop);

• BLT done with DIP but only time stamp 
being published:
+24h running without crashing (I forced the 
job to stop);

BLT_arrays crash debugging
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• BLT with DIP including time stamp and 
histograms hits_per_orbit (array size 
16384):
Crashed after 10h running!

• If the hits_in_orbit histograms (array size 
115200) are included:
Crashes in less than 2 hours!

BLT_arrays crash debugging
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• DIP browser makes BLT_arrays freeze for 
minutes while it reads the published 
histograms.

• A specific DIP client is fast enough reading 
the published histograms.

• But need to find a way to avoid anyone to 
use DIP browser for TDC histograms.

BLT_arrays: DIP client
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• BLT_arrays uses > 30% of the CPU!
Not related with DIP!
To be investigated after solving the crashing problem.

BLT_arrays CPU usage
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• Large arrays being published via DIP seems 
to be the cause of BLT_arrays.
Under investigation.

• Large arrays also cause the DIP browser to 
freeze BLT_arrays for long periods of time.
Investigating solutions.

• BLT_arrays CPU usage is quite large.
To be investigated.

Summary
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